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PREFACE TO FIRST .EDITiON 

'This report -summarizes the.work of the Digital .Computer 'Laboratory 
o~.the.University of.Il1inoi.s on. a study of the feasibility of constructing 
a"computer about one hundred times faster than present computers such as 
:Illi.ac .using presently available components and .techniques. 

.' 
Some promising designs and design features considered by .the Digital 

..Computer 'Laboratory are either not discussed in thi.s yeport or are .relegated 
to somewhat subordinate places in the report because they involve equipment 
which in the opinion of this Laboratory has.a low probability of.being'bui1.t 
so as to have acceptable reliability with presently available .components :and 
techniques. 

The first partcrFthis report, Chapters 1, 2 and 3, deals with 
general features of the proposed computer and postulates the existence of 
various components and parts. The sec~nd part of the report, Chapters 4, 5, 
6, 79 and 8, discusses these parts in some detail, beginning with a dis- 
cussion of the circuits from which the different units of the computer would 
be built. A summary of the proposed machine's specifications is found on 
page ix. 
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.and other circuit constants are affected, numerical data are changed .elsewhere, 
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On t h e  bas i s  of t he  work reported herein t he  D ig i t a l  Computer 
Laboratory of t he  University of I l l i n o i s  concludes t h a t  it is  feas ib le  t o  
construct  a very f a s t  digital .computer i n  which t he  t r a n s i s t o r  c i r c u i t s  
developed i n  t h a t  Laboratory would be used. 

The r e s u l t s  of two design s tudies  a re  discussed. One involves 
a minimum of buffer  storage i n  t he  form of t r a n s i s t o r  r e g i s t e r s  and is out- 
l i ned  i n  t h e  body of Chapter 3, while the  other involves a moderate amount 
of buffer  storage i n  t he  form of a small-capacity, high-speed, random- 
access buffer  memory and i s  discussed i n  t h e  appendix t o  Chapter 3. The 
former design i s  emphasized because it i s  f e l t  t h a t  i t s  equipment require-  
ments c q  i?e present ly  met. 

3 

'In it, two controls  a r e  used, ar i thmet ic  control  and advanced 
control ,  a s  well a s  buffer  storage fo r  ins t ruct ions  and operands, and by 
such means various un i t s  of t he  computer a r e  kept i n  simultaneous operation. 
For example, B-modifications, memory accesses and complicated ar i thmet ic  
operations, such a s  a double-length, add-product ins t ruct ion,  may be per-  
formed concurrently. Short but  powerful inner loops may be s tored outside 
t he  memory and acted upon by t he  control .  Many of t he  gains i n  speed i n  
t he  control  and ar i thmet ic  un i t  a r e  dependent upon asynchronous operation 
of these  un i t s .  

The r e l a t i v e  speed of t h e  proposed computer compared t o  t h a t  of 
ex i s t ing  machines depends upon the  problem being solued. For problems 
dominated by ari thmetic operations it i s  estimated t h a t  t he  proposed compu- 
t e r  w i l l  be 100 t o  200 times f a s t e r  than computers such a s  I l l i a c .  For 
problems dominated by l og i ca l  and combinatorial operations, t h i s  fac to r  of 
gain i n  speed w i l l  be a t  l e a s t  50. 

The proposed computer has a random-access word-arrangement memory 
of 8192 words of 52 b i t s  each 'wi th  an access time of 1 . 5  ps. 

The ar i thmet ic  un i t  i s  designed so t h a t  t he  d i g i t s  of a mul t ip l i e r  
a r e  sensed and acted upon i n  such a way t h a t  t he  use of t he  adder i s  reduced. 
Furthermore, "carry r eg i s t e r s "  a r e  used i n  t h i s  un i t ,  and ca r r i e s  a re  assimi- 
l a t e d  only when necessary. It i s  expected t h a t  t he  proposed computer w i l l  
have an average mul t ip l icat ion time between 3.5 and 4 ys, addi t ion times (with 
ass imila t ion)  of  .3  ps, and d iv i s ion  times of 7 t o  20 ps. 

The computer, as ide  from input-output f a c i l i t i e s ,  w i l l  contain 
approximately 15,400 t r ans i s t o r s ,  34,000 diodes, and 42,000 r e s i s t o r s .  The 
t r a n s i s t o r s  a r e  expected t o  be Western E l ec t r i c  t r ans i s t o r s ,  type GF-45011, 

The basic  c i r c u i t s  b u i l t  from these  t r a n s i s t o r s  have operation 
times of from 5 t o  40- second depending upon t he  c i r c u i t .  

v i i i  



S m Y  OF PROPOSED MACHINE'S SPECIFICATIONS 

This repor t  covers m e y  aspects of high-speed computing machines. 

A s  t he  study shows, more than one decision concerning machine organization o r  

design i s  acceptable, and t he  be s t  decision concerning each question must r e -  

main unanswered u n t i l  more de t a i l ed  plans a r e  drawn up. I n  t h i s  section,  a 

s e t  of specif icat ions  i s  wr i t t en  down which serves t o  show i n  a concise way 

a de f in i t e  machine based upon t h e  be s t  est imates now given i n  t h e  t e x t .  

The r e l i a b i l i t y  of these  est imates var ies  with d i f f e r en t  p a r t s  of 

t he  machine; Some p a r t s  may be g r ea t l y  influenced by fu ture  developments and 

may be r e a 1 i z e d . b ~  techniques d i f f e r en t  from those now contemplated and, hence, ' 

w i l l  involve a nwnber of ac t ive  elements qu i t e  d i f f e r en t  from t h e  amounts 

l i s t e d  below. The operation-time est imates a r e  based upon small-scale experi-  

mental s tudies .  Although fac tors  a f fec t ing  these  times a r e  taken i n to  account 

insofar  a s  poss ible  i n  the  extrapolat ion t o  the  large-scale  prototype, it i s  

necessary t o  recognize t h a t  unforeseen cha rac t e r i s t i c s  of the  prototype may ' 

require  revis ion of t he  ti.me est imates.  

A tabular  summary i s  presented where possible.  
\ - .  . 

1. Organization 

I n  accordance with t he  h i s t o r i c a l  d iv i s ion  of computing machines 

t he  machine may be considered t o  have: an arLthmetic un i t ,  a  memory, a 

control  and an input-output un i t  o r  un i t s .  However, the  r a the r  long memory 

access time (1;5 i ~ s )  compared t o  t he  shor t  addi t ion time (0.32 i ~ s )  requ i res  

temporary storage f a c i l i t i e s  int imately connected w h h  the  memory and t h e  

ar i thmet ic  u n i t .  These w i l l  be ca l l ed  fas t -access  r e g i s t e r s  o r  fas t -access  

memory. The interconnections a r e  shown i n  block diagram form. 

Reading from the  memory i s  ca r r ied  out a t  t he  same time the  a r i t h -  

metic un i t  i s  i n  operation. Thus, the  memory may load order r e g i s t e r  O1 and 

operand r e g i s t e r  X during t he  time t he  ar i thmet ic  un i t  i s  performing a mult i-  

p l i ca t ion .  Except fo r  t h e  'brief period when t he  ari thmetic un i t  i s  



receiving or sending data to the fast-access registers, the arithmetic unit 

operates separately from the memory reading and writing operations. A part 

of tlie control called Lhe advarlced control arranges to keep registers O 
1' O2' 

X, Y, and Z filled with data which the arithmetic unit is expected to need. 

Combinations of orders such as multiply and add help reduce accesses to the 

main memory. 

Figure 1.. Block Diagram 

. . .  
Three operand registers (.x, Y aria. z') Non-shifti.ng, 52 bits each 

TWO instruction registers (ol and 02) Non-shifting, 52 bits each 

Twelve B-registers or. counters  on-shffting, 13 bits each 
..... . .. W6rd ' length , 52 bits 

Each word is 1) 52-bit fixed point number 

or 2) 42-bit floating point number, 10-bit exponent 

or 3) ' four 13-bit control groups. 



A- short instruction has 7 bits fcr function, 4 bits for local fast register 
addressing, and 2 bits which are used for' function or address bits. 

A long instruction is a' short instruction plus a 13-bit address. 

Access-time, fast memory to arithmetic unit 0.05 ps 

Number of orders outlined in text 100 

Equipment for Fast-Access Memory 

Number of transistors 

Number of diodes 

Number of resistors 

3. Arithmetic Unit 

The arithmetic unit is characterized by an adder with carry 

completion sensing, separate carry register so that carries are not assimilated 

except when necessary and a multiplication scheme which senses two digits and 

shifts two places for each partial step, ~ecodin~ of the multiplier digits 

reduces the number of uses. of the adder during multiplication to 5213 = 17 on 

on the average, 

Numbers 

Number sys tem 

Word length 

Addition . 

Number representation 

Binary, parallel 

52 bits 

Separate carry register, 
carry completion sensi.ng 

Electri.ca1. bit representation 

Multiplication 

Multfpli.cation shifts 

'Division 

Overflow detection 

2,"s complement, fixed and 
f 1oati.w .point 

DC voltage 

Reversed ternary multiplier 
recoding 

Two at a time 

Conventional nonirestoring with' 
remainder. (type 1) or non- 
restoring with standardization 

. of partial remainders (type 2) 

Available on all orders 1 



Registers 

Accumulator and quotient 

Number register (M) 

Operand registers R2 and R 
3 

Shifting registers, 52 bits each 

Shifting register, 52 bits 

Non-shifting, 52 bits each 

Fixed Point Operation Times without Access 

',, 
.Addition without carry assimilation , .. 0.19 $S + 10%' - 
Additton with average carry assimilation . 0.32.:ps + 10% . - 
Multiplication without assimilation 3.8 ps. average, _+ 10% 

4.8 ps maximum, _+ 10% 
Division, type 1 without assimilation 10-20 ps + 10% - 
Division, type 2 without assimilation 7-14 ps _+ 10% 
Average carry assimilation 0.13 ps - + 10% 
Maximum carry assimilation 0.67 ps + 10% - 

Equipment Cost for Arithmetic Unit 

Number of transistors 

Number of diodes 

Number of resistors 

4. Control 

The machine has an arithmetic control which forms. instructions from 

01, 02, and the B-registers and properly sequences the arithmetic .operations. 

The advanced control looks at instructions :j.ust ahead but not yet executed by 

the arithmetic unit and places additional data from the memory in O1., 02, -X 

or Y as necessary. .Of.course on conditional control transfer orders or other 

.orders dependent upon.calculations in process, the advanced control.must wait 

for .its information and no advantage is gained by the fast registers. .Advanced 

control places operands in X, Y from addresses contained in O1 or 0 and then 2 
provides appropriate addresses to the arithmetic control to indicate that the 

operands are in X and.Y. 



A memory control to properly sequence the reading and writing 

from the memory and an input-output control are necessary. 

Equipment for -Controls . . 

No. Transistors No. Diodes No. Resistors 

Arithmetic control 1200: - + '30% . 4000 . ..+ - 30% 5000 - + 50% 
Advanced co'ntrol 2400 - + 30% 8000 - .  + 30% 10,000 _+ 50% 
Memory control 1000 - + 40% 3500 - + 40% 4000 - + 60% 
Input-output control 1000 - + 44% - - 3500 + 40% . 4000 + ,60$ 

Totals 5600 - + ,345 19,000. - + 34% 23,000 .+  - 54% 

5. Memory 

.. A core memory using the' word-arrangement (or word addressing scheme) 

is favored because this produces the shortest access. times with the conventional 

cores known to be available. In'this addressing scheme, there is a'smaller 

drive current restrictton than in the coincident current system and'hence the 

core tuan-over time may be shortened. 

Characteristics 

,Main internal random-acc.ess unit 

Random-access time 

Type of memory core 

Type of switch core 

Type of addressing 

Equipment for Memorx 

Number of large vacuum .tubes 

Number of small vacuum tubes 

Number of transistors 

Number of cores (two per bit stored) 

Number of cores for switches 

Auxiliary memo$ies are listed under input-output. 

x i i i  ' 

8192 .words, 52 bits each 

General Ceramics ~ 4 ,  
size F-394 

General Ceramics S5, . 

size F-394 

By words 



6. Basic Ci rcu i t s  

The basic  c i r c u i t s  use diff'used-base t r a n s i s t o r s  with provision -. 
t o  prevent t h e  t r a n s i s t o r s  from going i n to  sa tu ra t ion  a t  any time. This 

produces t h e  shor tes t  t r a n s i s t o r  switch time. The c i r c u i t s  a r e  more compli- 
- 

cated than t h e  simplest c i r c u i t s  and require  a l a rge r  number of pa r t s .  The 
t 

number of to lerance problems i s  necessar i ly  g rea te r ,  and these  a r e  being 

checked with t h e  I l l i a c .  Diodes, of a pa r t i cu l a r l y  f a s t  type, a;re a l so  used 

a s  switching elements. 

C i rcu i t s  

Switching elements 

Direct-,coupled asynchronous 

Western E l ec t r i c  GF-45011 
$rans i s to rs ,  Qubconics 
Q5-250 o r  ~ 1 0 - 6 0 0  diodes 
o r  equivalent. 

No. of  No. of No. of Operation time 
Transis tors  Diodes Resis tors  W S 

F l ip  f lop 4 1.1 

NOT 2 4 

AND 2 0 

OR 2 2 

Double gate  4.3 1 . 2  

Half -Adder ' 8 6 
Complement Circui t  6 2 

Although these  c i r c u i t s ,  and t he  l og i ca l  developments giving r i s e  

t o  t he  operation times l i s t e d  under t he  ar i thmet ic  un i t ,  a r e  direct-coupled, 

they a r e  not under a l l  conditions asynchronous. Chapter 5 is  devoted t o  a 

discussion of t h i s  subject  and a rigorous de f in i t i on  fo r  asynchronism i s  

presented. Although the  more rigorous de f in i t i on  requires  more care i n  

appl icat ion and more p a r t s  i n  most c i r c u i t s ,  the re  a r e  good prospects t h a t  

it can be, done and i s  worthwhile. Succeeding developments may.adopt t h i s  

new de f in i t i on  whenever poss ible .  

xiv 



For balance only .the fastest possible types of input-output'~wou1d . 

be appropriate. This includes only magnetic .drums and the fastest 'magnetic 

tape. units. . These units are greatly affected by commercial developments and;, 
?. 

no specific items are listed. . . 

Equipment 'for Off-Line Operation 

punched card equipment . . 

.Punched paper tape equipment 

Card and paper tape to magneztic tape converters 

Fast printer 

Equipment'for On-Line Operation 

Magnetic .tape units with 30 or more channels per tape 

Magnetic drum, 50,000 words 

Cathode ray tube display equipment 
' 

 witching elements need not have an operation time :"sorter'::than' 1 w .  



CHAPTER 1 

- . .. 
Since the publication in 1946 of the fundamental report by A:W. . 

Burke, H. H. ~oldstine and J. +on Neurnann(') a class of machines based 

directly on the ideas of this report have been built and put into operation. 

Other machines influenced in various degrees by this report have also been 

put into use. The experience obtained with these machines enables one to 

begin to discern the limitations of present-day computers in carrying out 
k 

presently-formulated computational problems in various areas of applied 

.>. 
mathematics, the'ihysical sciences, and engineering as well as those compu- 

tational problems arising in these and other fields whose solutions do not 
. . yet have a precise formulation in terms of ,arithmetic algorithms, Problems 

.+L 
. involving various types of.partia1 or ordinary differential equations may 

be considered to be of the first class whereas problems ihvolving a large 

degree of combinatorics and.not necessarily arithmetic .manipulation of various. - 

.? . . . quantitie's may be said to belong .to the second class. 

I - It is the purpose of this chapter to discuss some problems of each 

type referred to above and to attempt to characterize them in terms of the 

requirements they impose on the memory, arithmetic unit and'control of a 

computer. .We shall be mainly concerned with the size and speed the first . 

.two of these organs must' have, . . 

\, 

In the analysis given below it will be assumed that for some problems, 

I .  .for..example those which involve the solution of ordinary or partial differential 

.equations, the time spent by present-day computers in obtaining.the .solution 
' 

may be estimated by the formula: 
. . 

:T = F :°. Multiplication time * Number of .Multiplications 

where F is a, number between .one .and ten, the multiplication time is the time 

1i. "Preliminary Discussion of the Logical Design of an Electronic computing 
Instrument," A, W. Burks, H, H. Goldstine, John von Meumarin, Institute , 

for Advanced Study (princeton, N, . J. ) June 1946, 
+ .  , 



nec'eksary for the arithmetic unit to multiply two numbers (exclusive .of the 

time required to obtain these numbers from the memory), and the number of 

multipli.cations is the total number occurring in .the problem. 

Actually T, the time spent by a computer in solving a problem, is 

composed of four parts: 

(1) the input-output time: the time' spent in transferring the 

problem into and out of the machine, 

(2) the instruction access time: the time spent in transferring 

instructions from the memory to the control, 

(3) the operand access time: the time spent in, transferring 

uperandb: arid partial results from the memory to the arith- 

metic unit and the time spent in the reverse process, 

(4) the arithmetic time: the time spent by the arithmetic unit 

in doing useful and necessary arithmetic. 

For present-day computers these times are additive, although logically 

they need not be. Indeed, one possibility that .many designers are exploring is 

the possi'bility of overlapping these times by building machiiles capable of per- 

forming a number of these tasks simultaneously, that is,, in parallel. 

As was pointed out by H. H. Goldstine, (') the formula fcr T gj.ven 

above follows from the assumption that on the average, each multiplication 

can be imbedded in a sequence of (~+1) instructions consisting of one multi- 

plication and A non-multiplicative instructions, each of which takes a time L 

to execute. .The time to execute these Lnstructions,is then 

t = .M .+ AL + (~+1) (ai + a  ) = FM 
0 

I 

I where M is the multiplication time, ai and a. are the instruction and operand 

i access-times reepeati.Ge.ly. Let 

2 H. H. Goldstine: "Systematics of Automatic Electronic~Computers," 
Proceedings of the Darmstadt Colloquium, October 1955. 



T = Nt = FMN 

where N is the number of multipli.cations. The estimates on the size of F are 

0btained.b~ estimating the .various quantities entering on the right-hand side 

of the equation for F. 
. . 

,Thus for a machine such as Illiac, 

~ence if. A = 11. we have 

. 1.2 Hyperbolic and Parabolic Partial Differential ~~uations 

. . 
.We begin the listing of problems which are beyond the capabilities 

of present-day computers with -some;time-dependent problems in hydrodynamics. 

.These problems involve. the - solution of a system of hyperbolic .partial differen- 

tial equations in which the %ndependent .varfables arb .one-, .two- or ,three-space 

vari.ables.and time," If.the integration is done in terns of.Lagrange coordinates, 

the number of dependent variables is 2m +.l,.where m .is the number of spatial, 

dimensions, since the Eulerian coordinates must be computed, . the velocity field 

must be determined, and one thermodynamic variable in addition to the density 

must .be calculated. Each .of these 2m -k .l independent quantities .must. be 

evaluated as functions of the time. 

~ The calculation can be arranged so that the value of any dependept 

variable at time t + A t  at certain values of the spatial coordinates is 

determined in terms of the values of some or all the dependent variables at 

time t. .However, only the values of the dependent variables at time .t at 



spatial points in a region near the point of interest are needed in this 

calculation; that is, not all the data at time t is needed to calculate the 

values of a dependent variable at a single spatial point at the time t +At. 

This observation is important for the consideration of the memory require- 

ments of a computer. 

The size of the time-step (i.e. the size of At) must be related 

to the size of the spatial mesh. Thus in a one-dimensional problem in which 

we evaluate the dependent variable at mesh points 

X = :Xo + j A X (j an integer) ~ 
we must have 

where C is the (variable) sound velocity. 

If the problem is such that one would expect spatial variations in 

the dependent variables similar to those in the function 

sin 2 n H ,  

then one should have 

It is not unreasonable to require that the extent of each spatial variable be 

divided into between 10 and 100 mesh points; that is, 

The amount of data which has to be stored at a given time is then 

where the lower limit holds for a one-dimensional problem with a 10-point spatial 

mesh and the upper limit holds for a three-dimensional problem with a cubical 

mesh having 100 points to a side. 



The number of multiplications involved i'n the calculation of .the 

values of all .the dependent variables at a mesh point depends on the number 

of dimensions. It may be assumed to be 30 for a one-dimensional problem, 

50 'for a two-dimensional one and 70 for a three-dimensional one. Hence, N, 

the total number of multiplications per time-step, will be 

The computation time in seconds to perform the required calculations for one 

time-step with an existing computer with a multiplication time of 5 10- 4 

seconds and F = 2.5 is then 

If the computation is to be done for a number of time-steps M sufficient for 

signals to traverse the region under consideration K times, that is if 

where -m is the number of mesh points in each dimension, since CAt=y~x, we 

would have 

Hence for a single problem the computation time in seconds would be 

Quite often numeric,al~.surveys are made.in which.calculations are done again 

and again, each time with various parameters assigned different values. 

It is clear that for moderate values of K the time required for a 

s.ingle calculation i6 excessive in the' three-dimensional case. There are, 

of course; many one-dimensional problems in which the number of mesh points 

is considerably larger than 10 and K is of the order of 30. Thus even in a 

one-dimensional problem it is quite possible to have 

tc 3 . 2 5  hours 

for a single problem with an existing machine by taking m ==; 170 and K = .30. 



In two- and three-dimensional hydrodynamical problems done by use 

of Lagrangian coordinates there arises a difficulty in the calculation due 

to the fact that."particIes1' of the fluid which.were originally neighbors 

do not remain neighbors. .This implies that after some time-steps the cal- 
.. . . . . ,. . . . --. 

culation summarized above >has to be' interrupted and a new ~ a ~ r a n ~ i a n  mesh 

has .to be formed. If this process is to be done by the computer, the time 

estimates given above have to be increased. Moreover existing.computers 

are not very efficient in performing combinatoriab'. manipulations required 

in setting up the new Lagrangian net. 

For parabolic differential equations the situation is much the same 

as that for hyperbolic ones with one very important difference. Instead. of 

having the time-step linearly related to the 4patial mesh size, we have 

This introduces another power of the number of mesh points in the expression 

for .the number of multiplications required to integrate the equations for a 

given interval of.time. 

. In' summary -it may be said that there are many problems involving 

.hyperbolic .and'parabolic partial differential equations in.which the total 

number of multiplications involved is between lo7 and 1011 and that in these 

problems 50,000 to 100,000 words of data are used. ' However .the calculation 

may be so organized that relatively small amounts of this data are required - 
at once. Therefore,it is not clear that a random access memory sufficient 

to hold 100,000 words of data is required. 

1.3 Elliptic .Partial Differential ~quations and Li.near Equations 

.The solution of elliptic partial differential equations may be reduced 

to so1ving.a set of linear equations: 

Ax = b 

for . the n components of x. wqere .A is a given n x n matr.ix :and the n components. 



of b are given. When such a system of linear equations arises from a partial 

differential equation, the dimensionality of the problem is related to the 

number of mesh points used in approximating the differential operators by 

difference operators. Values of n = 400 or greater are not uncommon. 

The matrices. A which arise in these problems usually have the 

property that the non-zero elements in any row of the matrix are relatively 

few in number.   ore over the iocation of these non-zero elements relative 
to the diagonal element is the same for each row. However the values of 

these elements will not be the same unless the coefficients of the differential 

equation are constants. For non-linear differential equations, these 

coefficients are not the same on successive iterations. 

Because of these properties of the matrix A, the usual methods of 

solving.the linear equations involve iteration processes. If we assume that 

20 iterations of a matrix are required and that there are 10 non-zero elements 

in a given row of the 400 x 400 matrix we find that there are 80,000 multipli- 

cations required to find the solution of the problem once the coefficients of 

the matrix are known. In some problems these quantities,may depend on their 

position in the matrix and on the approximate values of the x's. Therefore on 

each iteration the coefficients of the matrix A have to be evaluated. If the 

evaluation of each non-zero term involves 10 multiplications, we must perform ~ 
400 10 10 = 40,000 multiplications to evaluate the matrix on each iteration 

4 5 
and hence 4.4 10 multiplications per iteration or 8.8 a 10 multiplications 

per 20 iterations. 

Hence for a non-linear elliptic problem the number of multiplications 

is comparable to the number involved in hyperbolic and parabolic differential ~ 
equations. However the amount of' data that need be stored and manipulatkd may 

be much smaller than in the latter cases. 

1.4 Sorting and Meshing Problems 

In scientific computations and in other problems one is quite often 

confronted with the need of comparing sets of quantities represented by numbers 

which are either stored in the machine or on some medium which may be read by 

the machine. One way of handling such problems is to order the data in some 



fashion. Because this problem is very common 'it is worthwhile discussing, it 

to see how time-consuming it can become and what factors affect the time 

involved in completing it. v - 
* 

Von Neumann and -Goldstine have described a method for reducing a 

set of numbers (or a set of complexes of numbers) to a set ordered 'by size. 

The method consists of an application of a meshing.process: two sets of 

ordered numbers are meshed as follows: let..the first 'set of numbers be 

X1, "., X .and the other set be YI, ...; Ym. :Then.we form a single set n 

where 

where Xi is the first of the remaining X's 

Y. is the first of the remaining .Y's, and k = i .+ j - 1. 
J 

The'choice as to whether an X or Y is chosen depends on whether 

S0rting.i~ accomplished by successive meshing. .Thus the numbers 

X1, ..., X are first meshed, as if they were groups consisting of single n 
elements, into n/2 groups of two elements: X1, X2j Xg, X4; . . .; Xn-l, Xn. 
These are then meshed into n/4 groups of four elements. - This process 

continues until there are ,nn/2k groups of 2k elements each. If n is a. power 

of 2, n.= 2m the process stops when .k = m. 

.The arithmetic,being done in this problem consists of approximately 

n .Jog2 n 
, . 

..comparisons,, for on every'meshing operation there. is.a comparison for the 



determination of each element of t h e  new s e t .  However, t he  time fo r  complet- 

ing t h e  soxIting cannot be estimated accurately by multiplying t h i s  quant i ty  

by the .Lime f o r  dorig t he  ar i thmet ical  comparison. One must take account of 

t he  time required fo r  "red tape." operations ( the.  time required t o  loca te  and 

acquire t h e  proper numbers fo r  t he  comparison), and t he  time.'-to determine 
. . . 4 

where t h e  winner of t he  col~rparison t e s t  i s  t o  be placed, and t o  s t o r e  t h i s  

number i n  t h e  memory. 

Thus, t h e  time t o  complete t he  sor t ing  w i l l  be of t h e  form ' 

Kn log n 
2 

where K i s  a time usually much grea te r  than t h e  time t o  perform a simple 
. . 

addi t ion i n  a machine. 

It i s  expected t h a t  i n  qu i te  modest problems n - 1 0 0 0 ? ~ 2 ~ ~  and, 
4 

hence, t h e  time. t o  so& i s ' K n : l o g ' n z K  10 . As a rough estimate we may 
2 

take K t o  be 10 times t he  addi t ion time of t he  computer and, hence, 
-4 K = 4 10 seconds f o r  a machine such as I l l i a c .  Thbs, the  sor t ing  of 

1000 pieces of data  would take 4 seconds. Although t h i s  time i t s e l f  may 

appear small, it may have t o  be repeated a very l a rge  number of times and 

may influence g r ea t l y  t he  f e a s i b i l i t y  of doing a pa r t i cu l a r  problem on a 
6 2 

computer. I f  n -10 , t he  time est imate would be mul t ip l ied by 2 010 and 

would require  8,000 seconds or  2 hours t o  carry  out t he  t ask .  



CHAPTER 2 

REQUImNTS ON A VERY FAST COMPUTEX 

2.1 Memory Capacity ~equi rements  

I n  t h e  discussion of oroblems describ.ed: , in sect ions  1.2 and 1,3'wd 
n 

have seen t h a t  t h e  t o t a l  number o f  mult iplication9 .may vary betweefl 1 0 ~  and,  

1011 and t h a t  i n  some of these  problems 50,000 o* $00,000 words of data  

a r e  used. However, not  a l l  of t h i s  data  i s  needed a t  any one s tage of t h e  

computation and therefore  need not necessar i ly  be stored e n t % r e W , b  t h e  

high-speed random-access memory. Indeed it i s  t h e  purpose of t h i s  section t o  

show t h a t  t h e  use of a lower speed non-random-access memory ( a  rvbackupll memory) 

i n  conjunction with a f a s t e r  but smaller  memory does not involve a g rea t  per- 

centage increase  of computing time f o r  those  problems sat is l fying t h e  following 

property: . . 

The problem i s  such t h a t  i f  N words of da ta  a r e  i n  t h e  high-speed memory 

we may then ca lcu la te  N-k new words which replace t h e  same number of words pre- 

viously held. Thus i n  one sweep through t h e  memory N-k words a r e  calcula ted and 

these  may'be stored i n  posi t ions  previously occupied by other  words. If N-k i s  a s  

l a r g e  a s  required by t h e  problem, t h i s  process i s  repeated many times and t h e  

t o t a l  time f o r  t h e  ca lcu la t ion  i s  

where 

n = t h e  number of mul t ip l icat ions  f o r  each of t h e  (N-k) words 

T = t h e  number of times t h e  memory i s  swept through, 

I f ,  however, N-k i s  not a s  l a rge  a s  required we must add t o  t h i s  t h e  

time necessary t o  load and unload t he  memory. Let us say t h a t  t h e  time necessary 

' t o  unload t h e  high-speed memory i s  made up of two parts:  (a)  a time t o  get  

access t o  another memory, &,and (b) a time t o  read N-k words i n t o  t h i s  memory, 

( N-k 140 



Thus unloading t ime i s  
- .  

$1 + (N-k),8* 

Assuming t h a t  reading  and w r i t i n g  i n  t h e  l a t t e r  memory t a k e  equa l  t imes  and t h a t  

we have t o  read N words from it i n  o r d e r  t o  p rope r ly  load  t h e  high-speed memory, 

we have as  .our l oad ing  t ime 

Hence t h e  t o t a l  l oad ing  and unloading t i m e  i s  

The r a t i o  of  t h i s  t ime t o  t h e  computation t ime p e r  l oad  i n  t h e  memory 

i s  

The t o t a l  computation t ime  i s  now 

Hence t h e  r a t i o  R i s  a measure o f  t h e  c o s t  of u s ing  a p a i r  of memories i n s t e a d  

of a s i n g l e  memory. We may w r i t e  

Then 
4 

- k  - - 
k 



I n  t h i s  formula n, N ,  and k depend on t h e  problem being solved and 

4 and/ depend on t h e  equipment being used. For a given problem we may 
1 1 

estimate t h e  s i z e  of high-speed memory N so t h a t  R i s  t h e  order of 1@. The 

important th ing  t o  note  i s  t h a t  t h e  r a t e  of change of R with N i s  a slowly- 

varying funct ion beyond t h e  value of 1@. 

Goldstine'') has shown t h a t  f o r  a problem i n  hydrodynamics with time and 

two s p a t i a l  va r iab les  f o r  wh'ich 50,000 words of s torage a r e  needed, a core 

memory with room f o r  1750 words of da ta  requires  'less than 1% of computing time 

f o r  consult ing t h e  secondary memory when 

1700 i r ~ .  l e s s  1 

8' = .8 or  l e s s  

However, Goldstine did  not consider t h e  complications ensuing when 

slip-streams occur i n  t h e  computations. 

Suppose now we examine t h e  question a s  t o  whether a random-access 

memory of 30,000-word'. capacity i s  needed. 

I n  two- and three-dimensional hydrodynamics problems i n  which t h e  

quan t i t i e s  a r e  time-dependent, t h e  amount of data  which has t o  be processed i n  

one time-step w i l l  exceed t h i s  capacity by a f ac to r  which i s  a t  l e a s t  between 

one and two and may be f i ve .  Therefore a backup memory w i l l  be needed i n  any 

case. We a r e  thus  deal ing with t h e  f ac to r  R and t h e  question i s  what i s  , the 

value of R f o r  N 30,000 and say N s 2,000. 

1. H.  H. Goldstine: "Systematics of Automatic Electronic Coroputers," 
Proceedings of t h e  Darmstadt Colloquium, October, 1955. 



Suppose we have a drum i n  which 

4 = 170GOys = access-time t o  a word,: 

/ = 8ps = read-time f o r  a word. 

If then the multiplication time i s  assumed to be 5 ps$, 

dl = 3400. 

For k = 500 

Hence the r a t i o  of the times t o  do the  same problem wfth a membry of 

3 ~ ~ 7 6 8  words and 'one with 4768 wprds (2768 words of code being used) is 

# 7% increase i n  time i s  gained by an almost eight;Pold increase in s ize 'qf  

memory. 



F o r k  = 1000 we have 

2 4 -2 
= - (1,6 + -) = 5 (5 -8) = .23 . R2000 nF 1 

Here then we haye a similar'  phenamenond The r a t i o  i n  times i s  

a 15 speed-up being paid f o r  by an almost eight-fold increase i n  s i ze  of memory. 

The doubling of the fac tor  k, the  amount of dead-weight data being carried i n  

the  t ransfers ,  i s  responsible f o r  the change i n  time. 

2.2 The Class of Problems tha t  can Use Backup Memo.ries 

It i s  c lear  from the  discussion of parabolic and hyperbolic d i f f e ren t i a l  

'equations t h a t  these can be formulated so t h a t  they s a t i s f y  the assumption made 

i n  the  previous  section^ That is, if N wards of data a r e  i n  the high-speed memory 

we may then calculate  N-k new words which replace the same number of words pre- 

viously held, Hence a backup memory can be used t o  good advantage on such prqblems. 

It may a l so  be used on algebraic problems a r i s ing  i n  the  solution of 

e l l i p t i c  p a r t i a l  d i f f e ren t i a l  equations or in tegra l  equations. Such problems 

involve the  solution of l i nea r  algebraic equations of the  form 

A x - b = O  (2 -1 



Them pmbbms m y  eitihm be ~10lbwd by Stemtive mthcdls o t  by &hei@S, 

methods. The former a r e  use fu l  f o r  l a rge  matrices i n  which many elements v a n f h .  

I n  such cases t h e  (nxn) matrix A which may hare  n2 elements i n  r e a l i t y  i s  repre- 

sented by many fewer elements and may be s tored i n  a r e l a t i ve ly  modest high-s@eed 
. . 

memory. Thus f o r  such cases where t h e  matrix has r e l a t i ve ly  few non-zero elements 

and where an i t e r a t i v e  method i s  used, t h a t  i s  t h e  matrix A i s  mot destroyed i n  
t he  process of solut ion,  t h e r e  i s  no apparent need f o r  a very high-capacity high- 

' 

speed random-access memory. , 

Even when d i r e c t  methods a r e  used in solving l i n e a r  equations such as 

equation (2.1) t h e  p r ice  paid f o r  using a modest-capacity low-access-time memory a 

and a backup s t o r e  i n  contras t  t o  a high-capacity low-access time memory need 

not be excessive. This statement i s  j u s t i f i ed  as follows: 

The d i r e c t  method f o r  solving equations (2.1) i s  t h e  el imination method. 

Let us  suppose t h a t  t h e  matrix we a r e  deal ing with has n rows and n columns'. It 

i s  t o  be reduced t o  a t r i angu la r  matrix with t h e  elements below t h e  main diagonal 

zero by h;ultiplying t h e  rows by s u i t a b l e  numbers alid subtract ing them from subse- 

quent ones, 

We denote by ' p t h e  capacity of t h e  high-speed memory ( f o r  numerical 

storage) and write 

n = pm 
e 

where we assume t h a t  m i s  an integer .  

We propose t o  d e a l  ,with m rows of t h e  matr ix  A simultaneously. The 

f i r s t  m rows of t h e  (n+ l )  x h augmented matrix a r e  read i n t o  t h e  machine and as 
much elimination a s  can be done i s  done. The reduced da t a  i s  then wr i t t en  on 

t h e  drum. The next m rows of t h e  o r ig ina l  matrix a r e  wr i t t en  i n t o  the. machine. 

The f i r s t  m rows a r e  ca l led  back from t h e  drum, used t o  reduce t h e  second m rows, 

these  p a r t i a l l y  reduced rows a r e  f u r t h e r  reduced'in'io t h e i r  f i n a l  form and then 

wri t ten  onto,  t h e  drum, The t h i r d  .set  of m rows i s  then ca l led  i n  and similar 

processes a r e  applied. This continues u n t i l  . the  whole matrix has been .triangu- : 

l a r ized ,  



I n  t h i s  process t h e  t r iangular ized augmented matrix i s  wr i t t en  on 

t h e  druy, . tha t  i s  

numbers a r e  wri t ten  onto t he  drum and 

numbers a r e  read from t h e  drum where 

7 .  

' The time taken t o  perform W and R i s  t h e  ex t ra  cost  i n  time paid f o r  by not 
. , 

'" having enough capacity i n  t he  high-speed memory. 

' I  . ,  . .  :1 : . . - . .. . I .'I' , n o w  . . .  
. . .  3 :  . . 

. . . . . . . . . , . - .  . .. . . : .  - .  . . . . .  , 

We may neglect  W i n  comparison t o  R. 

The number of mul t ip l icat ions  involved i n  t h e  t r i angula r iza t ion  of a 

matrix i s  t o  t h e  same approfirnation 



. Hence t h e  r a t i o  of t he  reading.from t h e  drum.time t o  t h e  computation . . 
time ;i.s 

where we have .assumed t h a t  we read i n  such large .batches  from the  .drum t h a t  

t h e  factor.involvi.ng o( may be neglected. 
.1 

If m i s  l a rge  enough t h i s  quant i ty  may be made small so  t h a t  t he  cost  

of not having a s u f f i c i e n t l y  high-capacity memory i s  not excessive even i n  t h i s  

problem. 

Even f o r  sor t ing  problems t he  use of a r e l a t i v e l y  small high-speed 

memory and a slower backup memory i s  not too cos t ly  i n  time. Let us suppose 

t h a t  we have a machine and a fast-access memory which i s  capable bf sor t ing  N 
0 

numbers. Let ,us see  how t h i s  may be used t o  s o r t  N numbers which a r e  o r ig ina l l y  

s tored on a drump Let us wri te  

and assume t h a t  r i s  an in teger .  

We may s o r t  t he  N numbers i n t o  r s e t s  of N numbers and involved i n  
0 

t h i s  i s  a reading of N numbers from t h e  drum and a wri t ing of these .  This 

reading and wri t ing can be done i n  blocks of No numbers. The question a r i s e s  

a s  t o  what t o  ,do next, Now mesh t he  following pumbers: A s e t  of s i z e  K from 

t h e  f i r s t  Noo? a s e t  of t he  same s i z e  from second N . . where 

I n  t h e  process uf' sor t ing  these  numbers i n t o  N ordered numbers, one s e t  of K 
0 

numbers w i l l  be exhausted, P r in t  out t h e  f i r s t  K sor ted numbers and f i l l  t he  

space previously occupied by t h e  exhausted s e t  of K numbers with t h e  next K 

numbers from the  exhausted s e t ,  Thus t he  extra time involved i n  having a 



backup s to r e  i s  t h e  time required f o r  two readings and wri t ings  of t h e  data.  ~ 
The percentage increase  i n  time i s  

.- 1 

2.3 Speed Requirements on t he  Memorx 

I n  sect ion 1.1 it was s ta ted  t h a t  t h e  quant i ty  

was one of t h e  quan t i t i e s  determining t h e  time f o r  completing a computation and 

it was shown t h a t  f o r  a machine such a s  I l l i a c  t h i s  quant i ty  was about 2.8 when 

A = 11. 

With t h e  present progress i n  c i r c u i t r y  it seems possible t o  design a 

computer with 

L = .3 ps 

a = 1.5 ps, 0 

a = .75ps (when orders  a r e  stored i n  pa i r s ) .  
i 

Hence 

a.. 6 = -188 



The corresponding f i g u r e s  f o r  t h e  I l l i a c  a r e  .08, .05 and .025 

respect ivkly .  Hence we see  t h a t  a  rrlachine wi th  t h e  sarhe l o g i c a l  des ign  a s  

I l l i a c  bu t  us ing  t h e  l a t e s t  c i r c u i t  techniques would have a  ' f a c t o r  o f ,  

F = 1.56 + ~ ( . 6 4 )  = 8.6 

f o r  A = 11. The corresponding f i g u r e  f o r  I l l i a c  i s  

F = 1.08 + A(.16) = 2.8, 

t h a t  i s ,  ' fo r  t h e  new machine t h e  f a c t o r  F would be t h r e e  t imes  l a r g e r .  Since 

t h e  t ime t o  do a  computation i s  measured by F t imes t h e  m u l t i p l i c a t i o n  t ime t h e  

i n c r e a s e  i n  t h e  f a c t o r  F v i t i a t e s  i n  p a r t  t h e  speed-up i n  m u l t i p l i c a t i o n  time 

t h a t  can be  achieved. I f  t h e  m u l t i p l i c a t i o n  t ime i s  decreased by a  f a c t o r  of 

200, t h e  t o t a l  time t o  do a  problem i s  decreased by a  f a c t o r  of only 67. Th i s  

"0 a  i 
i s  beca'use t h e  terms - and - a r e  so l a r g e  f o r  t h e  present  machine. M M 

If F i s  t o  be t h e  same f o r  a  machine wi th  a  mul t ip ly  t ime  of 4  s a s  1 
f o r  I l l i a c  and i f  t h e  l o g i c  of t h e  two machines were t o  be t h e  same we would 

have t o  have a  word access-time from t h e  memory of about .15ps, t h a t  i s ,  t e n  

t imes  f a s t e r  than seems poss ib le  with present  techniques involv ing  core  memories. 

It i s  t h e  purpose of t h e  next  chap te r  t o  d i s c u s s  rnethods of reorganiz ing  

t h e  computer and adding e x t r a  equipment s o  t h a t  a  reasonable  f r a c t i o n  of  t h i s  

f a c t o r  of t h r e e  i n  l o s s  of speed i s  recaptured .  The computers t h e r e  proposed 

manage t o  recoup t h i s  f a c t o r  on some problems. They a r e  no slower than  s e q u e n t i a l  

machines on o t h e r  problems and t h e r e f o r e  a t  t h e  worst  would be a t  l e a s t  s i x t y  

t imes  a s  f a s t  a s  I l l i a c .  

2.4 Numerical Require~nents on Word Length 

The word length  f o r  a given rnachine i s  influenced by a r i t h m e t i c  and 

o rgan iza t iona l  cons idera t ions .  Mainly because o f  t h e  former it i s  proposed t o  

use  a  word length  of 52 b i t s .  There a r e  two major arguments f o r  t h i s  based on 

f ixed  poin t  and f l o a t i n g  poin t  a r i t h m e t i c  r e s p e c t i v e l y .  

I f  a  f l o a t i n g  po in t  number i s  represented  a s  a n  exponent and Il 'actional 

p a r t  packed i n t o  one word, then  t h e  word l eng th  should be s u f f i c i e n t  t o  maintain 

accuracy i n  f l o a t i n g  po in t  a r i thmet i c .  A 4 2 - b i t ' f r a c t i o n a l  p a r t  seems t o  be 



j u s t  adequate f o r  t h i s  purpose. It i s  there fore  proposed t o  use 10 b i t s  a s  an 

exponent f o r  f l oa t i ng  point numbers and 42 b i t s  a s  t h e  f r ac t i ona l  par t .  We 

s h a l l  d iscuss  f l oa t i ng  point  ar i thmet ic  fu r the r  i n  subsequent sect ions  of t h i s  

chapter. 

Even with f ixed point  ar i thmet ic  t he r e  i s  an argument f o r  increas ing 

t h e  word length f o r  t h e  representation of numbers over t h a t  used i n  computers 
I 
I 

such as I l l i a c ,  I n  essence t h i s  i s  t h e  following: With f a s t e r  computers 

l a r g e r  problems a r e  done i n  which more computations a r e  ca r r ied  out and i n  

which round-off plays a  l a rge r  ro le .  Hence more guard d i g i t s  a r e  needed. An 

est imate of how many add i t iona l  d i g i t s  a r e  needed may be obtained a s  follows: 

Von Ileum& and ~o lds t ine" )  have shown tha t  i n  inver t ing  a  matrix 

t he  l im i t i ng  value of n, t h e  s i z e  of t h e  matrix, f o r  which t h e  r e s u l t s  a r e  

accurate ,  i s  r e l a t ed  t o  t h e  nwr~ber base/ and t h e  number of places ca r r ied ,  s, 

by t h e  inequal i ty  

Further t he  amount of time needed t o  i nve r t  a  matrix i s  proportional  
3  t o  t h e  number of mul t ip l icat ions ,  t h a t  i s ,  n  . 

Hence f o r  a  machine about 128 times f a s t e r  than I l l i a c ,  we should be 

ab l e  t o  i nve r t  a  matrix of s i z e  27'3 n  i n  t h e  same time a s  t h a t  with which 

I l l i a c  dea l s  with an nth order matrix. I f  t he  r e s u l t s  f o r  t h i s  l a rge r  matrix 

a r e  t o  be a s  accurate  a s  those obtained from t h e  I l l i a c  on t h e  smaller matrix 

we must have t he  number of b i t s  ca r r ied  on t h e  f a s t  machine, s t  ,' g.iven.by 

The problem seems t o  be t h e  most s t r ingen t  a lgebraic  one f o r  deter-  

mining t he  number of b i t s  needed. 

2, H. H.  Goldstine and J .  von Neumann, "Numerical Inver t ing of Matrices of 
High Order," Bul le t in  American kiatheniatical Society, vol ,  53, no. 11, 
pp. 1021-1099, November 1947. 



2.5 Floating Point Arithmetic 

Because many problems of t h e  complexity and magnitude requiring a  

I computer of t h e  type discussed i n  t h i s  report  a r e  d i f f i c u l t  t o  scale  without 

some preliminary calcula t ions ,  it seems worthwhile t o  have automatic f a c i l i t i e s  

f o r  f l oa t i ng  point operation incorporated i n t o  t h e  computer.. However, a s  has 

been pointed out by ~ e t r o ~ o l i s ( ~ ?  it i s  not c l ea r  t h a t  t h e  usual  methods f o r  

performing f l oa t i ng .po in t  operations a r e  t h e  best  ones t h a t  can be used. 

Numerical' experiments . a re  being planned a t  t h e  Dig i ta l  Computer Laboratory t o  

help determine a  reasonable s e t  of r u l e s  f o r  t h e  automatic f i o a t i n g  point 

I operations t o  be incorporated i n t o  t h e  computer. 

I The 'd i f f i cu l ty  i n  using f l oa t i ng  point ar i thmet ic  a r i s e s  because t h e  

I usual  automatic f l oa t i ng  point operations give no indicat ion 'of r e l a t i v e  e r r o r  

I of t h e  f r a c t i o n a l  par t  of the  machine representa t ion of numbers and indeed do 

I - 
not preserve r e l a t i v e  e r rors  i n  a  computation. 

Real numbers may be wri t ten  a s  

where x i s  t h e  exponent of t h e  number and x i s  t h e  f r a c t i o n a l  pa r t .  A com- 
e  f  

puter  represents t h e  number by 

where 

cdxf % gfif i s  then t h e  r e l a t i v e  e r r o r  i n  t he  f r a c t i o n a l  par t  of t h e  number and 

3 .  N. Ketropolis: "Floating Point Arithmetic ,I1 t o  appear i n  IRE Trarisactions 
on Electronic Computers. 



The quan t i t i e s  xe and x a r e  not  uniquely determined by x. For f ixed 
f 

point  operation t h e  computer user  i s  required t o  r e s t r i c t  x so t h a t  

and then 

This  implies t h a t  a problem i s  scaled before t h e  computer i s  used. I n  some 

cases t h i s  i s  done incor rec t ly  i n  which case overflow occurs i n  t h e  computation. 

Overflow may occur i n  accumulating a sum o r  i n  an improper d iv i s ion  (one i n  

which t h e  denominator i s  l e s s  than t h e  numerator). 

To avoid scal ing d i f f i c u l t i e s  f l oa t i ng  point operations a r e  used. I n  

these  t h e  r e s t r i c t i o n  i s  made t h a t  

which f i x e s  x . 
e 

The problem i n  doing ar i thmet ic  i s  t o  keep t rack of t h e  s i z e  of tx 

a s  compared t o  t h e  s i z e  of xf. The 6 accrue during ar i thmet ic  operations and 
X 

t h e i r  ' determination i s  complicated . The i n i t i a l  e r ro r  made .by i n se r t i ng  

t h e  f r a c t i o n a l  par t  of a number i n  a machine i s  bounded by 6 = 2-' where 

s i s  t h e  number of binary places t o  which numbers a r e  stored (o r  one more). 

Then 

and 

d€ 
X when we may neglect  - . 

x+- . 



I n  any computation d i f f i c u l t i e s  ensue when x and E x  a r e  of t h e  same 
f  

order  of ,nagnitude. I n  f i x e d  point .  work t h i s  can be sensed from t h e  magnitude 

of Gf ,  t h a t  i s ,  a  com!mtation i n  which too  small  va lues  of x f = k b ;  where k 

i s  a t 'smallfl i n t e g e r ,  occur,  t h e  2 have t o  be t r e a t e d  with g r e a t  ca re .  I n  
f  

f l o a t i n g  poin t  t h e  a b i l i t y  t o  sense  troublesome 2 i s  l o s t ,  s i n c e  a l l  2 a r e  : 
f  f  

made t o  l i e  between 1/2 and 1. 

That  x 'and 6 may become of t h e  same o rde r  of magnitude i s  c l e a r  
f  X . 

from t h e  sub t rac t ion  process.  Suppose we have two standardized numbers 2 
and y with xe 2 ye then  one could form t h e  d i f f e r e n c e  between t h e s e  a s  

where 

and €1 i s  a rounding e r r o r .  Now it i s  q u i t e  poss ib le  t h a t  al though x, and y, 
ye-% 

J. 

a r e  l a r g e  compared t o  6 '  and E r e spec t ive ly  t h e  q u a n t i t y  ( x  - 2 
X Y f  y f )  i s  

of t h e  o rde r  o f  E The exponent p 'occurr ing i n  t h e  above measures t h e  number 
d ' 

of t t s i g n i f i c a n t t '  zeros  i n  t h e  d i f f e rence .  ~ e t r o ~ o l i s ' ~ )  suggests  s t o r i n g  a s  

zeros  i n  f r o n t  of  t h e  f i r s t  non-zero d i g i t s  of 8 t h a t  i s ,  he proposes not  t o  
f '  

au tomat ica l ly  s t andard ize  numbers of t h e  a r i t h m e t i c  opera t ions .  

Then r u l e s  f o r  performing a r i t h m e t i c  have t o  be provided. A pro- 

v i s i o n a l  incomplete s e t  of  r u l e s ( 4 )  i s :  

Addition and Subtrac t ion:  Pos i t ion  number with srnal ler  exponent by s h i f t i n g  it 

t o  t h e  r i g h t .  Carry and a d d i t i o n  o r  s u b t r a c t i o n .  I f  overflow occurs s h i f t  one 

p lace  r i g h t  and a d j u s t  exponent.  ever s h i f t  t o  t h e  l e f t  and s tandardize  t h e  

r e s u l t .  

3 .  N .  Metropolis:  "Floa t ing  Point  Ari thmetict1,  t o  appear  i n  I.R.E. Trans. 
on E lec t ron ic  Computers. 

4. These r u l e s  a r e  based on those  given by Metropolis  i n  ( 3 ) .  They d i f f e r  from 
h i s  i n  t h e  m u l t i p l i c a t i o n  process a s  i s  discussed i n  t h e  t e x t .  The D i g i t a l  
Computer Laboratory i s  very g r a t e f u l  t o  D r .  N .  Metropolis  f o r  supplying a 
p r e p r i n t  of h i s  paper  t o  t h a t  Laboratory. 



Multiplication:  Given 

and a l s o  x 2 Form 
f f '  

where p i s  determined so t h a t  

t h e  r e l a t i v e  e r ro r  i s  

I n  order t h a t  t h e  round-off process w i l l  not contr ibute  appreciably t o  t h e  

e r r o r  i n  t h e  product on a s ing le  mul t ip l icat ion,  we require  



. . 
This requirement s t a t e s  t h a t  t h e  dominant e r ro r  i n  t h e  product be l a rge r  than 

t h e  round-off e r ro r ,  t h a t  i s ,  t h e  s i z e  of ~ h k  r e i a t i v e  e r ro r  i n  t h e  product 

w i l l  be t ha t  i n  t h e  fac tors ,  Mow 2' 2 i s  made t o  l i e  between 1/2 and 1 by 
f  

t he  def in i t ion  of :I. Hence 

Thus i f  6 i s  of t h e  order of E'' t h i s  c r i t e r i o n  w i l l  be v io la ted ,  Note t h a t  6 
Y Y 

w i l l  become of the  order of gq' a f t e r  a  sequence of mul t ip l icat ions  of t h i s  

s o r t  s ince it ge t s  decreased i n  each multipli.cation. 

.... . .., , . lrluller has suggested t h a t  a product be formed a s  

This has t h e  e f f ec t  -of iricreasing p .by 1 and now achikvcs t he  desired r e s u l t  
. . 

s ince  it i.eplaces' t h e  above : inequali ty .by 
. . . . 

" .  . . 

. . . . .  
but' t h e  r e l a t i ve '  e r ro r  i s  unalt'ered. 

. . . . . . . . # .  - - .  
Division: The r u l e s  f o r  t h i s  operation ,given by M,etropolis f o r  forrnj,ng ,X/Y 

are:  . . 

(1) Sh i f t  2 t o  t h e  r igh t  i f  necessary u n t i l  1: 1 < ( y  I . 
(2 )  Standardize y o  

' (3') ' ~ o r m  t h e  rounded quotient  of t h e  r e su l t i ng  numbers. 

~ h e s e  rules do not have t h e  property t h a t  

and involve both r i gh t  and l e f t  s h i f t s .  For these  reasons numerical experiments 

a r e  being planned t o  see  i f  a  b e t t e r  s e t  of r u l e s  f o r  d iv i s ion  can be evolved. 



CHAPTER 3 

PROPOSED . ORGANIZATION. OF THE 'COMPUTER 

3.1 Introduction 

The present state of aomputer.components and.computer circuits is % 

such that it seems possible to build an arithmetic unit'wit'h a multiplication 

time''), M = 3.5 ps and an addition time L .= : -35 ps. The description of an' 

arithmetic .unit with these .characteristic .times will .be found in Chapter 8. 
These times are between 100 and 200 times faster than the corresponding .times 

of current computers such as Illiac. 

However,-corresponding ,progress iii speeuing up.the m e w r y  access=lLiiii 

has not been made. A large-capacity random-access memory will probably use 

magnetic:cores and if these are-put together-in the form of a "word-arrangement" 

memory, (cf . . Chapter 6) the access-time per word would be a = 1.5 s . ,This 
seems to be the shortest access-time possible for a core memory using presently 

available.cores. .This access-time is about 18 times as fast as the access- 

time of.Illiacts memory. .Thus progress in memories lags by a factor of 

between five and ten behind progress in arithmetic.and control.units. 

For this reason the present-day machine designer must reconsider the 

organization of the computer and see if it is possible to mitigate the effects 

of the unbalance between the speeds of the arithmetic unit and the memory. It 

is the purpose of this chapter to discuss various methods by which this can be 

done and to propose machine organizations which incorporate these methods. 

3 2 2 .  A Design Criterion (2 

.The designer may -have ,to choose one from.many alternative designs 

each .with a different number of. swstching elements and a di,fferent .speed of 

1. -The best present estimates of the .average multiplication time places it 
between 3.5 ps and'4 ps. .This chapter is based on the lower .figure. 
Its aonclusion would not be materially altered if the higher figure were 
used. 

2. It is proposed to apply this criterion in later work. 



computation. The l a t t e r  q u a n t i t y  may depend on the  problem posed t o  the  

machine. . i f '  f o r  a, given cl.&ss of problems the  speed of computatibn can be 

est imated s u f f i c i e n t l y  accura te ly  then t h e  c r i t e r i o n  discussed below may be 

used t o  choose between various designs.  It should be noted t h a t  increased 

complexity may produce a slowing down of each ind iv idua l  element because 

t h e  speed of an element i s  usua l ly  propor t ional  t o  the  number of elements 

t o  which it i s  connected. 

F 0 r . a  computer wi th  n equal ly  r e l i a b l e  switching elements wi th  an 

average l i f e  o f .  a hours each, a breakdown w i l l  occur once every a/n. hours, 

on the  average. . The computing time l o s t  pe r  breakdown, c a l l e d  ~ ( n )  hours, 

c o n s i s t s  of t h e  time t o  f i n d  :and c o r r e c t  t h e  f a u l t y  component, and the  time 

t o  r epea t  t h a t  por t ion  of  t h e  c a l c u l a t i o n  which was wrong. The f r a c t i o n  of 

time during which t h e  computer does u s e f u l  c a l c u l a t i o n  i s  . .  ' 

A problem which requ i res  T hours of f a u l t l e s s  computer time would requi re ,  

on t h e  average, T . 6  + 9) hours t o  be solved. 

Suppose t h a t  t h e  same problem required  T' f a u l t l e s s  hours on a 

computer .with n '  switching elements. :Which .computer i s  more e f f i c i e n t ?  

For the  same equipment, one could cons t ruct  n '  /n computers of the  f i r s t  . s o r t ,  
n which would solve the  problem i n n ,  T hours of f a u l t l e s s  ca~cu la t ' i on .  There- 

f o r e  t h e  computer wi th  n '  elements i s  more e f f i c i e n t  provided t h a t  ~ 

1 1 
o r  provided n '  T' (1 + -  n 'F(nl  nF(nj) .  heref fore t h e  most a 1 
e f f i c i e n t  computer i s  one f o r  which the  func t ipn  n~~ + 7 G ( n ) )  i s  a 

minimum. 

T h a t - i s ,  we must have 



I 

.The experience of the Digital Computer Laboratory with Illiac and with the 

circuits contemplated for the new computer suggests that the quantity 

nF(n)/a will be of the order of .05. If we assume that n dF can be neglected 
dn 

with respect to F we have 

. . 
. . 

Thus a 1% increase in n .should yield .a 1.0576 increase in .sped to. justify . .:. . . .  .. . .  . . <. . . .  .. . 

itself. ' .  If 

that is, F Xpn, where f is a constant, we !lave 

and setting nF(n)/a = ..05 gives 

3.3 The Speed of a Computer 

.The speed of a computer, the reciprocal of the quantity T discussed 

above,. ig .a very difficult quantity to estimate for it depends on the problem 

being solved, the mathemati.ca1 methods used, and the sequence of instructions 

given the machine as well as on the various properties of the machine. More- 

over, the mathematical methods employed.and the sequence of instructions given 

to the computer depend on the properties of the machine. For example, an 

integration' of a partial differential equation may be done on one machine using . 

a coarse mesh and high-order integration formulas and on another.machine.with .a 

fine .mesh .and a low-order integration formula because the different methods are 

best .suited to different .machines. 



It was pointbd out in Section 1.1 that for present'-day computers, 

.T, the time spent by a computer in solving a problem for which the instructions 

.and operands are in the high-speed random-access memory of the computer, may be 

written as a sum of two terms: 

: where &is the arithmetic .time, the time spent.by the arithmetic unit in doing 

useful.and necessary arithmetic,and.S is the sum of the time spent in transferring 

instructioqs from the .memory to the control and the time spent in transferring 

operands and partial results to and from the arithmetic .unit and the random- 

access internal memory. 

.'1f a computer can arithmetic and can consult the memory 

simultaneously, T satisfies the inequality 

Max (as) < T < - &.+ .S . 
The upper .limit in this inequality holds for a sequenttal computer and the 

1ower.limit holds for a computer ( and a problem) such that every memory 

access is perfectly overlapped with arithmetic, or conversely. 

For those problems for which we may write (cf. Section 1.1) 

where N is the number of multiplications, M is the multiplication time and 

.'We assume that the instructions are stored by-pairs and use the 

ti.n.es given in Section 3.1 as those pertaining to the computer under con- 

.s Meration. 

It then follows that 



Then we have 

where the lower limit obtains for A = l  and the upper .holds for-A infinite. 

For 

For a .computer such as Illiac s / ~  is small (approximately ,04), 

The ratio of s/ais correspondingly small .and the access-time is not as 

important a consideration in the design of a compu.ter as it is when present- 

day techniques are used. 

The main problem confronting.the computer designer is to decrease 

the effect 0f.S. -This can be accomplished in general by reducing .the number 

, of accesses to the main memory and by attempting .to overlap the time that 

is used in referring to.the memory'with.the time that .is used in doing.usefu1 

arithmetic. 

For problems in which 

this means that the number.A is to be decreased and that the machine is to be 

organized so that the equation for F is to be.rep1aced.b~ an expression such 

as 

3.4 Red Tape , 

..A large portion of the instructions ,in any program deals with counting 

.of .iterations, constructing and modifying other instructions whi-ch are to be 

used subsequently and in general determines what:' is'to be done next rather 



. . 

than perform arithmetic. This type of .work is commonly referred to as red 

tape work. 
. ... 

.The control unit of a computer can be provided with an adder and 

registers called B-lines (or index registers or modifying registers) so 

that the majority of the red tape work could be done outside the arithmetic 

unit and concurrent with its operation. These facilities would produce a 

substantial decrease in the quantitzes S and&. For those problems for which 

we may write S and a tn terms of the number of instructions A as above, the 
effect of doing red tape work outside the arithmetic unit is to decrease the 

quantity A by a factor of about 2.. Thus for a problem in which s/& = .3.58 

for a.machine such.as Illiac, the addition of such a control will reduce 

s/a to 2,.6. 

3.5 storage of Addresses 

.Addcess,es to the memory are needed by instructions when the instructions 

are executed. In many computers these are stored with the instructions in the 

memory. It was pointed out in the previous section that these addresses can 

be supplied to the instructions in modified form at.the time they are needed, 

that is, when the instruction is being executed by.the control. 

,This suggests that space for.stor,ing these constructed addresses 

not .be provided in the main memory. This space can .then be used for more 

efficient storage of . instructions. . 

.The computer design described below makes use of th.is feature and 

as a result is able to keep the arithmetic unit usefully occupied for a 

longer time per memory access for instxuctions than it otherwise would. 

, T h e  number of memory words of instructions needed for a given problem 

is thereby reduced, and as a result the quantity S is reduced. 
. . . . 

3.6 Storage of. ~ntermediate Results . . 

.The numerical operands are of two sorts: .initial or final -numbers, 

and intermediate results. . The distinction between these two classes may be 



Writing the sum recurs.ively as 

then the sequence of numbers S (i = 1,. . . , n-1) are intermediate results. 
i 

So and the 2n numbers ai and b. are initial essential numbers and the number 
1 

Sn is the final result. In this .example the minimum number of memory accesses 

for numbers would then.be 2n + 1 if the result was to be stored in the memory. 

If there. were some extra storage space outside the main memory (for 

this example carried out in single precision a single register would pre- 

sumably do) the number of memory accesses involving intermediate results could - - 
be reduced substantially. The design described below uses a number of such , 

registers. - 

3.7 'Access for Instructions and Operands 

The history of words in the memory representing instructions in a 

computer provided with B-registers is quite distinct from that of words 

representing operands. Instructions normally come from consecutive memory 

locations and go into the control. They are seldom written into the memory. 

Most instructions obeyed by the control are situated in one or more inner 

loops which are obeyed repetitively a large number of times. However, the 

number of instructions in an inner loop is highly variable. .For example in 

.problems involving linear algebra such as matrix.multiplication inner loops 

are very short and could be replaced by one special-purpose instruction 
,.. 

each; in partial differential equations inner loops can.consist of 50, 100, 

200 or more instructions. 



The designer:may take advantage of these facts to decrease the 

harmful effects of the access-time for instructions and for operands. If 

very fast-access storage is provided outside the memory, this may be used 

to hold the instruction being executed and other i.nstructions. .This memory 

- may be filled by using multiple readouts of instructions in one read-time 

from the 1..5 'ps memory. -In that'way the access-time per instruction may be 

decreased. If,this storage can hold ari entire inner .loop which is to be 

executed n times, multiple readouts of instructions do,not influence the 

time considerations very much since each instruction is used n times per 

readout. 

Since inner 1oops.are so variable in size and since the acquisition 

of a.moderately .large-capacity very .high-speed memory seems difficult to 

. achieve at .present, because of technical reasons., it seems advisable .to 

examine other methods for taking advantage of the behavior of instructions 

described 'above. 

If a few registers were provided outside the 1.5 ps memory these 

could be used to store the current instruction and some following ones. 

Moreover, one could attempt to fill them from the memory while the arith- 

metic.unit was engaged in multiplication or division, that is, while it 

.could not be callinglfor new operands. . . 

Further, the information contained in these registers and B-registers ll 
would be available .to the control which could be consulting -the memory for 1 
operands needea in the. executi0.n of subsequent instructions .while the arith- 

metic unit .operated. Storage for these operands would have.to..be provided. 

3.8. Summary of Useful Additional Storage 

In order to decrease the effects of the term S in the expression 

for .the time of a computation, we have seen uses for the following storage 

facilities in addition to those provided on a machine such as Illiac. 



I - B-registers for.address modification 

I1 - 'Very fastSaccess memory for 

a. storage of intermdiate results, 

b. storage of instructions which.may be obtained 

while the arithmetic.unit is occupied, 

c. .storage of operands, needed later, which may 

be obtained while the arithmetic'unit is 

occupied. 

.The capacities of the memories which could be used effectively 

vary from problem to problem. Hence, if one single memory could be provided 

for all three purposes and'parts of it used interchangeably, this wduid have 

many advantages over fixing the amount of.storage once and for all for each 

of the three purposes listed.. Another approach would be to provide a minimum 

amount of equipment for each of these purposes. 

. Both .approaches have been studied here. The latter is described 

in the subsequent sections of this chapter and a version of the former in an 

appendix to thi.s chapter. 

3.9. Size of the Core Memory 

For many problems, the speed of a computer depends, in a rather 

complicated way, on the speed of its main random-access memory. A large 

core memory lends 5tself to more complicated numerical methods and table 

look-up procedures, whose use can result in a faster program. Furthermore, 

for problems whose temporary storage requirements exceed the capacity of 

the core memory, data must be held on the drum or on magnet5c tapes,. and 

.be.sent to or from the core memory in blocks. Unless the core memory-is 

large, an inordinate amount of time may be consumed in transferring data 

to and from these auxiliary memories. .The data transfer problem wtll be 

described for the drum. For magnetic tapes similar considerations would 

apply 

From the discussion given in Section 2.1 it is evident that the 

percentage decrease in total time to do:a problem on a computer with a 



drum .backup memory becomes smaller  a s  the. capaci ty  of the ,main  random- 

access memory .increases beyond a c r i t i c a l  .point.  The reason f o r  t h i s  

f a c t  i s  connected wi th  the  d i s t r i b u t i o n  of time spent  i n  reading and 

wr i t ing  on a drum. .Suppose t h a t  the  average random-access time ( the  time . .  

f o r  the  drum t o  r o t a t e  t o  the  po in t  where the  f i r s t  of . a  sequence of .con- 

secut ive  words i s  under the  reading heads) i s  8 .5  ms o r  8500 ps, and t h a t  

t h e r e a f t e r  successive words ark read a t  the  r a t e  of one every 6 ps. The 

time requi red  t o  read a block of N.consecutive words t o  o r  from the  drum i s  

then 

8500 + . 6 ~  ps, 

and the  average time. per  word f o r  blocks of various s i z e s  i s  

( 8 5 0 0 / ~  + 6)ps,  t h a t  i s ,  

The percentage decrease i n  t h i s  time obtained by increas ing N beyond 2000 

i s  small.  This implies t h a t  t h e r e  should be space i n  t h e  core memory f o r  

a t  l e a s t  one 2000-word block of temporary s torage .  For some problems f o r  

which not  a l l  d a t a  a r e  consecutive, o r  f o r  which f u r t h e r  space must be 

allowed f o r  the  r e s u l t s  of c a l c u l a t i o n  which a r e  l a t e r  t o  be t r a n s f e r r e d  

t o  t h e  drum, space f o r  seve ra l  blocks, each of the  order  of 2000 words, 

should be provided. 

When the  time f o r  u s e f u l  and necessary c a l c u l a t i o n  i s  of the  same 

order  of magnitude a s  t h e  time requi red  f o r  drum opera t ions ,  a considerable 

increase  i n  o v e r - a l l  speed i s  obtained i f  drum reads and w r i t e s  a r e  performed 

concurrent ly  wi th  a r i thmet ic .  The core memory, normally being used by 

c o n t r o l  and t h e  a r i thmet ic  u n i t ,  would then be only occas ional ly  i n t e r r u p t e d  

t o  e i t h e r  supply a word t o  the  drum o r  accept  a word from t h e  drum. I n  

such a mode of operat ion,  space f o r  one f u r t h e r  block of d a t a  i n  add i t ion  

t o  t h a t  a l ready mentioned, i s  required t o  hold the  d a t a  f o r  t h i s  autonomous 

t r a n s f e r .  



Finally, there is a class of problems, which includes sorting and 

filing, for which the data rate of no auxiliary'memory now under development 

seems sufficient. A mode of operation in which the computer is time-shared 

between two different problems would increase the duty cycle of the arith- 

metic unit. For such a ,mode of operation to be practical, - there should be 

enough space in the core.memory for two problems. 

It is believed thatan8192-word .core memory is sufficiently large 

to satisfy these requirements. 

3.10 A Computer with Small Buffer Storage 

:We begin the discussion of this type of computer :by .listing the 

equipment required. 

Main Memory 

An 8192-word core rnemorx with an access-time of 1.5 ps for both 

reading and writing is used. The first 1.0 ps of a read operation accounts 

for the readout, and a further enforced 0.5 ps is required to regenerate the 

word. A memory register, called Z, is used for writing and.-regeneration. ' When 

a number to be written has been placed in Z, the arithmetic unit,may proceed 

with further calculation. 

Fast-Access Registers 

I 
Addressable: The two registers A, Q of the double-length accumulator, 

and two further registers R 2, Rg. 
Non-Addressable ( from the point of view of a programmer): Two operand 

registers X, Y, the.memory register Z, and two instruction registers 01, 

B-Lines: Up to twelve 13-bit address registers which.may be used inter- 

changeably as counters, address-modifiers 'and addresses. 

The connections with the core memory are shown in the following 

,diag$am. 



.A word read from t.he core memory normal .1~ goes t o  one of O1, 02, 

X, Y and a l s o  goes t o  Z f o r  regenerat ion.  -For  the  w r i t i n g  operat ion,  which 

necessa r i ly  i s  preceded.'. by a read operat ion,  a  ga te  prevents  t h e  word read 

from reaching .Z, and Z i s  s e t  from t h e  a r i thmet ic  u n i t ,  . S i n c e  t h e  f i r s t  

p a r t  of a  w r i t e  opera t ion  cons i s t s  of reading out  the.word i n  t h e  memory 

l o c a t i o n  re fe r red  to ,  it i s  poss ib le  t o  read one word i n t o  say X o r  Y and 

w r i t e  another word back, thereby exchanging two words i n  1 .5  ps. A ga te  

from Z back t o  t h e  reading bus allows a word pre5ious ly  read from the  core 

memory and placed 5n Z t o  be t r ans fe r red  l a t e r  t o  one of 01, 02,.X, Y. 

CONTROL, B-LINES 

words and Ins t ruc t ions  

CORE 
MEMORY 

A 52-bit word may represent  one of the  following: a  52-bit  f i x e d  

po in t  number, a  packed f l o a t i n g  point  number consi'sting of a  42-bit  numeri.ca1 

par t  and a 10-bi t  e q o n e n t ,  four  13-bi t  con t ro l  groups. 

An i n s t r u c t i o n  cons i s t s  of e i t h e r  one o r  two con t ro l  groups,. ' (1n 

case of two c o n t r o l  groups, the  p o s s i b i l i t y  i s  permit ted t h a t  it cons i s t s  of 

the  l a s t  13 b i t s  of one word and the  f i r s t  13 b i t s  of the  next . )  Some 

i n s t r u c t i o n s  always. r equ i re  one con t ro l  group, some always requ i re  two, and 

some may be s h o r t  o r  long depending on whether one of t h e  f i r s t  13 b i t s  i s  

0 o r  1. 
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A shor t  ins t ruc t ion  (one control  group) consis ts  of th ree  par ts :  

F 7 function b i t s  

B 4 b i t s  

C 2  b i t s  ca l led C1 and C2 

The s ignif icance of B and C depends on t h e  value of F. 

A long ins t ruc t ion  (two control  groups) consis ts  of F, B, C,  and a l s o  

N a  13-bit  address.  
b 

The significance of N a l s o   depend.^ on, the  value of F. 

Arithmetic Ins t ruct ions  

B represents an address.  If B = 0, 1, 2, 3, t h a t  address i s  0, 1, 2, 3, 

but  i f  B = 4, 5 ,  ..., 15, t h a t  address consis ts  of t h e  13-bi t  in teger  i n  B-line 

B4, B5, ..., B15. If Cl = 0 the  ins t ruc t ion  i s  sho r t .  A shor t  ins t ruc t ion  

with B = 0, 1, 2,  3 r e f e r s  t o  A, Q, R R respect ively .  I f  C = 1 t h e  ins t ruc t ion  
2  3 1 

i s  long, and t h e  address defined by B i s  added t o  N. If C2 = 1, the  number i n  

t h e  B-line, a f t e r  it i s  used t o  form the  address, i s  increased by one. There- 

f o r e  any ar i thmet ic  ins t ruc t ion  can a l s o  con t ro l  counting i n  a  B-line. 

Jump Ins t ruc t ions  (control  t r ans f e r  ins t ruc t ions  ) 

Most jump ins t ruc t ions  a r e  long. N r e f e r s  t o  t h e  word containing t h e  

next i n s t ruc t i on  i f  t he  condit ion i s  s a t i s f i e d ,  and C gives t he  pos i t ion  ins ide  

that word (which of t h e  4 con t ro l  groups is  t o  be t he  f i r s t  control  group of 

that i n s t ruc t i on ) .  The address N of an unconditional jump ins t ruc t ion  is  

modified by t h e  address represented by By a s  explained above. Conditional 

jump ins t ruc t ions  have unmodified addresses. There a r e  two types: B-line 

t e s t s  and ar i thmet ic  t e s t s .  For these,  B r e f e r s  t o  t h e  B-line t o  be t es ted ,  

o r  one of up t o  16 ar i thmet ic  conditions t o  be s a t i s f i e d .  This l a t t e r  f e a tu r e  

increases t h e  number of poss ible  orders by using B y  i n  some cases, f o r  4 
fu r the r  funct ion b i t s .  

The on1y"short jump ins t ruc t ions  a r e  t h e  so-called "short loop" 

ins t ruc t ions ,  which increase or  decrease t h e  in teger  i n  t h e  designated B-line 

by 1 (modulo 213). If t h e  r e s u l t  is not zero, control  i s  t r ans fe r red  t o  t he  



f i r s t  control  group of t h e  current  word o r  ' the  previous word, depending on 

whether C2 = 0 or  1. These generalized repeat  ins t ruc t ions  allow shor t  

inner l o o p s t o  be held i n  O1 and 0  during t h e i r  execution. The ins t ruc t ions  2  
need be read only.once from the  main memory. 

B-line Arithmetic 

The shor t  B-line ins t ruct ions  t rans fe r .  t h e  l e a s t  s i gn i f i c an t  13 b i t s  

of the  accumulator ( A )  t o  t h e  designated B-'line, o r  rCplace t h e  contents of t h e  

accumulator with t h e  non-negative in teger  held i n  t he  B-line. There a r e  th ree  

c lasses  of long B-line ins t ruct ions  depending on whether N represents 

an in teger  operand 

a  core memory address 

, t he  name of another B-line. 

3.12 Controls . 

2 
The contents of t he  o rde r  r e g i s t e r s  Ol and O2 a r e  used by two controls ,  

a 

- cal led t h e  advanced control  and t he  ar i thmet ic  control .  The function of advanced 

control  i s  t o  scan ins t ruct ions  not ye t  executed by ar i thmet ic  control ,  determine 

what data a r e  required from t h e  memory, and acquire them. So f a r  a s  possible,  

both controls operate simultaneously. For example, during the  time of an  average 

mul t ip l icat ion ( 3 . 5 ; ' ~ ~ )  the re  2s more than enough time t o .  read two words from. . 

t h e  core memory. ideally, the  memory and t he  ar i thmet ic  un i t  would both operate 

continuously, and t he  overa l l  speed of t he  computer operating i n  t h i s  p a r a l l e l  

mode would be twice t h a t  of a  sequent ia l  machine with the' same number of extra 

r e g i s t e r s .  I n  pract ice ,  one control  w i l l  sometimes have t o  wait f o r  t h e  other ,  

so  t h e  r a t i o  of speeds i s  not qu i te  a s  favorable a s  2 : l .  One control  wi l l 'have 

t o  wait f o r  the  other i f  one of the , fol lowing s i t ua t i ons  occurs: 

. ( a )  i t s  operation requires  t he  use of equipment current ly  being used by t he  

other  control ,  ... 
( b )  - i t s  cor rec t .  operation depends on a  r e s u i t  not ye t  obtained by t h e  other 

.control, 

( c )  the re  i s  no space t o  ho ld . fu r ther  da ta .  



Inter locks  must be provided t o  de t ec t  these  cases.  

For a  computer with a  B-modification system, most operands from core 

memory locat ions  have addresses .depending on t h e  contents of a  B-line, and a  

very high percentage of condit ional  jump, ins t ruc t ions  a r e  B-line t e s t s .  

.Advanced con t ro l  executes a l l  B-line ins t ruc t ions .  

A problem a r i s e s  i n  t h e  execution of an ins t ruc t ion  requir ing a . w r i t e  

t o  t h e  core memory. , Operands may. be obtained i n  advance of a  computation, but  

r e s u l t s  must be stored a f t e r  t he  computation i s  f in i shed .  I n  t h e  proposed 

design t h e  advanced control  may defe r  t he  execution of a  wr i te  ins t ruc t ion  and 

may read f u r t h e r  operands during t he  time required t o  compute t h e  r e s u l t  t o  be 

s to red .  

3.13 Example 

Calculate ci = a . b .  f o r  i = 0, 1, 2, . .., n-1. Assume t h a t  
1 1  

)ci) a r e  s tored consecutively and t h a t  B,+ holds t h e  address of a. 

B5 holds t h e  address of bo 

B6 holds. t h e  address of co 

I I7  holds 8192-n, t h a t  i s ,  -n mod 213,. 

The program .requires one word : 

Multiply A by . 5  01 

Store  t h e  r e s u l t  i n  loca t ion  . 6 01 

Short  loop 7 00 
0 

. . 

Remarks 

1. For t h e  f i r s t  t h r ee  (ar i thmet ic)  ins t ruc t ions  Cl = 0 s o  these  a r e  shor t  

i n s t r u c t  ions,. 

2. The capaci ty  of 0  0  i s  two words which i s  more than enough t o  hold t h i s  1 2  
loop. Only one ins t ruc t ion  read i s  required f o r  t h i s  loop, an ins t ruc t ion  read 

preliminary t o  executing it f o r  i = 0 .  For i f 0, advanced.contro1 recognizes 
.. . 

t h a t  t h e  ins t ruc t ions  a r e  s t i l l  i n  . the f a s t  memory. 



3. Since C' 1 f o r  t h e  ar i thmet ic  ins t ruc t ions ,  each execution increases t he  . 2 = 
address i n  a B-line by one, which i s  equivalent t o  changing t he  subscr ipt  i 

t o  i + 1 f o r  t h a t  var iable .  

4.  The address of t he  l a s t  ins t ruc t ion  i s  given by C = 00 which means "the 

f i r s t  control  group of t h i s  word" a s  shown by t h e  arrow. 

5 .  For def ini teness ,  suppose t h a t  mul t ip l icat ion requires 3..5 ps exclusive 

of core memory access,  and t h a t  t he  th ree  other ins t ruc t ions  each require  

.25 ps f o r  operations exclusive of. main memory accesses. 'The' :time f o r  

ar i thmet ic ,  per execution of t he  loop, a= 3.5 + 3( .25)  = 4-23 ps. The'..time 

f o r  core memory accesses consis ts  of one i n i t i a l  read f o r  t he  ins t ruc t ions  

and then two reads and one wr i te  per execution of t he  loop. The average memory 

time i s  therefore  

Fo r -n  reasonably large ,  t h i s  average value i s  very c l o s e ' t o  4.5 ps. .Since 

a= 4.25 and S = 4.5, a sequential  computer requires 8.75 ps f o r  each execution 

of . t h i s  loop, and a computer capable of simultaneous ar i thmet ic  a,nd memory 

operations should require  max (4.25, 4.5) = 4.5 ps. . 

6.  . A  sequent ia l  machine executing th i s '  program would use t h e  memory a s  follows : 

read t h e  word of ins t ruc t ions  

read a 0 
read b 0 
wr i te  c 0 
read a 

1 .  
read bl 

wr i te  c 
1 

e t c  . 
I f  t h e  memory were used i n  t h i s  way, a delay of a t  l e a s t  3.5 pel. . 

(one multiply t ime) must elapse between "read b "andttwrite c " s ince  0 0 
mul t ip l icat ion carqot begin u n t i l  b has been obtained, and "write cot' cannot 0 
begin u n t i l  t he  mul t ip l icat ion i s  completed. 



Advanced control  w i l l  be designed t o  use the  core memory i n  the  

following order: 

read in s t ruc t  ion word 

read a  0  
read bo 

read a  
1 

read bl 

wri te  c  0  
read a2 

read b2 

write cl 

e t c  . 
The f i r s t  multiplication takes place while al and b a r e  being read, and the  1 
second multiplication takes place during pa r t  of t he  time required t o  wri te  co 

and read a  and b2. 
2 

It should a l s o  be noted t h a t  t he  successful  overlap of memory use and 

ar i thmetic  requires,  i n  t h i s  example, t h a t  advanced control  read the  operand 

required f o r  the  next use of t he  multiply inst ruct ion during the  current m u l t i -  

p l ica t ion .  This i s  possible because the  advanced control  performs B-operations 

and executes jump instruct ions .  Therefore, a f t e r  ari thmetic control  has 

obtained i ts  operand, advanced control  is  allowed t o  process the  inst ruct ion 

again. 

Conditional ar i thmetic  jumps 

When advanced control  encounters a  conditional ari thmetic jump, it 

cannot pred ic t  with cer ta in ty  which inst ruct ion w i l l  be executed next u n t i l  the  

previous ari thmetic has been completed. I n  t h i s  s i tua t ion ,  i f  ins t ruct ion 

96 (see order code) i s  used by the  programmer, advanced control  waits 

f o r  ar i thmetic  control  whereas i f  ins t ruc t ion  95 is  used by the  programmer, 

advanced control  Gads  the  word t o  be jumped t o  and waits t o  make sure t h a t  

it i s  the  next word oT inst ruct ions  t o  be executed. 



/ 

3.14 The Design of t h e  Two ~ o n t r o r s  

The controls a r e  designed i n  such a way t h a t  the re  a r e  no ru l e s  o r  

conventions which t he  coder must follow. If t h e  coder knows something aboct 

the  operat ion,of  the ' two controls,  he.may be able  t o  write's f a s t e r  .. . 

program, but  it is not necessary even t o  know of t he  existence of 0 I, 0 2 9  X , Y ~ z  

or  advanced control  i n  o r d e r . t o  wr i te  a correct  program. One of t he  most 

important in ter locks  between t h e  two controls i s  t h i s :  i f  advanced control  

discovers the  need f o r  a word from some memory locat ion,  and it has previously 

encountered a s t o r e  i n s t ruc t i on  t o  t h a t  memory locat ion,  which has not been 

performed, then advanced control  wai ts .  I n  other words, advanced control  does 

not take an old value if a new one i s  i n  t h e  course of being computed. 

Considerable equipment i s  devoted t o  reducing t h e  number of core 

memory accesses and t o  performing them a s  ea r ly  a s  poss ible .  Function decoding 

i s  more complex f o r  a highly compressed order code. Addresses a r e  held i n  f a s t  

r e g i s t e r s  (B-lines),  powers of 2 a r e  generated ins ide  of t h e  ar i thmet ic  .'. .... 

uni t ,  extra r eg i s t e r s  a r e  provided f o r  t h e  storage of intermediate r e su l t s ,  

and advanced control  i s  provided with equipment t o  recognize when a core memory 

word i s  a c tua l l y  held i n  X or  Y already.  Because 0 and O2 have a capacity of 
1 

8 control  groups, advanced control  can process control  groups up t o . ?  : 

ahead of ar i thmet ic  control .  Since a t  l e a s t  two operands could be obtained - 
during t h e  time of one mul t ip l icat ion,  two data buffer  r eg i s t e r s  X, Y a r e  

provided. If it does not con f l i c t  with other considerations it i s  planned 

t o  use Z i n  t he  following way: i f  the re  i s  nowhere e l s e  t o  put  a word t o  be 

read from t h e  core memory, it i s  temporarily l e f t  i n  Z, and l a t e r  t ransferred 

t o  i t s  cor rec t  des t ina t ion .  

Core memory wr i te  ins t ruc t ions  a r e  executed when ar i thmet ic  control  

reaches them, but advanced control  need not wait  f o r  ar i thmet ic  control .  

Logically, it would be poss ible  t o  defer  a s ing le  wr i te  operation s t i l l  fu r ther ,  

provided t he r e  was a r e g i s t e r  t o  hold t he  word t o  be wr i t t en .  Then t h e  core 

memory would be wr i t t en  i n t o  only when it was not needed f o r  anything e l s e .  

S ince . t h i s  requires  an extra  r eg i s t e r ,  t h i s  f ea tu r e  has not been included. 



To simplify t h e  design of t h e  controls,  operands a r e  read from t h e  

core memory i n  the  order i n  which they a r e  required by ar i thmet ic  control ,  and 

t h e  next word of ins t ruc t ions  is  read only a f t e r  advanced control  has processed 

t h e  current  ins t ruc t ion  word. Because some loops of ins t ruc t ions  a r e  held i n  

0  , O  during severa l  executions of each ins t ruct ion,  ne i ther  control  can a l t e r  1 2  
con t ro l  groups i n  0 0 during t h e  execution of an ins t ruc t ion .  

1' 2 

The following add i t iona l  equipment i s  required t o  sequence t h e  'two 

controls  : 

i s  a  3-bi t  counter which holds t h e  "address" i n  0  0  of t h e  control  
1' 2 

group cur ren t ly  being executed by ar i thmet ic  con t ro l .  The four control  

groups i n  0  a r e  numbered 0  t o  3, and those  i n  0 a r e  numbered 4 t o  7. 1 2 
The most s i gn i f i c an t  b i t  of Dl indicates  t h e  r e g i s t e r  (0 o r  O2 ), and 1 

. . - . t h e  remaining two b i t s  ind ica te  t he  pos i t ion  ins ide  t h e  r e g i s t e r .  Dl 
is used t o  operate a  s e l ec to r  t o  read a  control  group t o  t he  order 

r e g i s t e r  ,of ar i thmet ic  control .  Long ins t ruc t ions  requ i re  two uses 

of t h i s  se lec tor .  

D2 is  a 3-bi t  couhter, s im i l a r  t o  Dl, used by advanced control .  

D3 i s  a  13-bi t  con t ro l  counter used by advanced con t ro l .  D gives t h e  
3 

loca t ion  of t h e  next word of ins t ruc t ions .  

Ax is  a  13-bit  r e g i s t e r ,  which holds t h e  address of t h e  word i n  t h e  

, r e g i s t e r  X. 

A i s  a  13-bit  address r e g i s t e r  f o r  t h e  word i n  Y. 
Y .  

i s  a  14-bit  r e g i s t e r .  One b i t  i s  s e t  t o  1 when advanced control  

encounters a  wr i t e  ins t ruc t ion ,  and t h e  address from t h a t  i n s t ruc t i on  

is  copied i n t o  t h e  remaining 13 b i t s  of AZ.  The extra  b i t  i s  s e t  t o  

zero when t he  wr i te  i n s t ruc t i on  i s  obeyed by a r i thmet ic  control .  

Therefore A holds t h e  address of any unexecuted wr i t e  ins t ruc t ion .  
z 

Kx is  a  2 -b i t  counter which i s  increased by one whenever advanced con t ro l  

f i nds  a  use  f o r  X, and i s  decreased by one each t ime .a r i thmet ic  con t ro l  

uses X .  



K .i.s a 2-bit counter for Y whose action is analogous to Kx. 
Y 

Registers O1 and O2 are each extended by 4 bits, ,one for each control 
group. .The extra bit in each control group may be set by advanced control'to 

indicate, in questionable cases, which of X, Y holds the-operand,. The extra 

bit is read'by arithmetic control. 

Sequencing ,of .Instructions 

Suppose that the instruction currently bei.ng obeyed by advanced control 

is not a jump instruction. If it is a multiply or divide instruction, and if 

also A indicates that there is an unexecute'd store, operation to be done, after 
-... z " .  
the' o;;'erand for this multiply or divide instruction .has been obtained, advanced 

control waits until the store operation has been initiated before proceeding to 

the next instruction. Otherwise on completion of the instruction, D2 is in- 

creased by one,. mod 8, provided the result is not equal to Dl. If D 2 = Dl, 

the next instruction is being executed by arithmetic control, so advanced 

control waits until .D2 # Dl. If, b y  counting, the most significant digit of 

D was changed, then either 2 

(a) advanced control has processed all instructions in O1 and O2 and 

must read another word of instructions, 

or (b) 01, O2 contain an inner loop of between 1-114 and 2 words, and 

.advanced control has passed from the Last control group of Zhe 

. first of these words to the first control group of the second word. 

A flipflop is provided for the purpose of detecting (b) above. (b) 
can only occur if one of the short loop instructions, (b' = b + 1 or b' = b - 1, 
and jump to the left-hand side o'f .the last word if b' is non-zero), has been 

obeyed as a jump.. .When such a jump is executed, this flipflop is set to one. 

If,' as a result of counting, the'most significant bit of D2 is changed, then 

i.nstead of reading a word of instructions, this short loop flipflop is set to 

zero, and advanced control proceeds to execute the next control group. 

In case (a) above, advanced control next compares the most significant 

digits of Dl and D2. If they are not equal, advanced control reads the' word 

from the address given by D into the register (ol or 02) given by the most 
3 

significant bit .of D increases D by one, and proceeds to execute the control 2 ' 3 . . 



group given by D2. ,If.the.most significant bits of D .and .D are.equa1, 1 2'  
arithmetic . .co;ntrol . .  is still .executing a control group .in the. register ( 0  .or..O ) 

. . .  . .1 2 
to be read into next, so advanced control .first reads the word .(whose address 

is given by:D ) into Z, then waits until the .most significant digits of .D and 3 .1 
D2 disagree, and then proceeds as before. 

Two operations, "read from the core memoryff, and "read into Z from 

the core memory", require further explanation. When a word is to be read 

from the core memory, its address is compared with AZ. If the extra bit in 

A is 1 and the addresses coincide, the number wanted has not yet been com- z 
puted, and the read is inhibited and advanced control waits. Then, when the 

extra bit becomes zero, indicating that arithmetic control has placed the 

word in Z, it is copied from Z to its destination. If the extra bit of Az 

is zero, or the addresses differ, the word is read from the core memory in 

the usual way. 

After .,arithmetic control has obtained the operand for a .control 

group, Dl is increased by one. Before executing another control group, 

and D are compared. If Dl = D2, arithmetic control waits until Dl # D2. 2 
Note that D2 is increased provided it does not become equal to Dl, whereas 

Dl is increased regardless of D2. 

Jump Instructions 

,men advanced control-encounters an unconditional jump instruction, 

it :waits until the first bit.of Dl.and of D agree, .then .it complements.the 2 ' 
first bit of D2,.replacesthe other 2 bits of 'D by the digits of.C, replaces 

2 
D by .the address from:the current instruction, and'performs .the operations 

3 
previously described for reading .a word to one of 0 or .O .When arithmetic 1 ' 2" 
'control -encounters a n  unconditional jump, it complements the first bit of Dl 

.and replaces the other two bits of .Dl .by C, . compares.:D with D and .executes 1 2 - 

the next control group when Dl # D2. 
Conditional .jump instructions are :executed by advanced control. .If 

the condition depends on th'e :contents' of a.B-line, advanced control may execute 

the jump.immediately, whereas.if the condition .depends on..a result in the 

arithmetic unit, advanced control .waits : until D - :D2 before. making the test. .1 "- 



Two fiipflops, F1 and F2, are required for conditional jump instructions. 

F is zero unless advanced control has encountered a conditional jump instruc- 1 
tion and arj'tkimetic control has not. F1 is set to zero when arithmetic control 

obeys a conditional jump' instruction. If advaneed control encounters a con- 

ditional jump instruction and F1 is already one, it waits until F becomes zero 1 
before setting it to one' and pr.ceeding. Fi is used to indicate to arithmetic 

-control whether the jump was executed or not. 
- 

. . 
-.. . :. :'.-a. . . .When advanced control encounters a conditiona1,jump instruction, it 

acts as follows: 

(1) .If the jump is an arithmetic test likely to be obeyed, (order 95) 
it reads the word, whose address is given by the current instruction, 

intc 2. 

(2) It 7:aits until Fl = 0. 

(3)  If the test involves an arithmetic result, it waits until Dl = D2 ' 
(4) It makes the test. If the jump is not obeyed it sets F2 = 0 and 

proceeds to the next control group. If the jump is obeyed it sets 

F2 = 1 and proceeds to (5). 

( 5 )  If the instruction is not a "short loop" instruction, it follows the 

procedure described above for unconditional jumps. .If it is a short 

loop instruction, it complements the most significant digit of D2 if 

C = 01, or leaves it the same if C = 00, sets the two other bits of 

D to zero, waits until Dl D2, and then proceeds to execute the 2 
next control group. 

When arithmetic .control encounters a conditional jump instruction, it 

sets Fl = 0 and either counts D (if F2 = 0) or changes Dl in a similar fashion 1 
to D2 (if F 2  = 1). 

Store Instructions 

.When advanced control encounters a'store instruction, it waits, (if 

necessary),. until the extra bit of A is zero indicating that a previously 
Z 

called-for store operation has now been executed, and then copies the address 

into A;, sets the extra bit of AZ to one and' proceeds to the next control group. 



When arithmetic control encounters a store instruction, it waits 

until the end of any memory operation then in progress, copies the word into 

Z and compares AZ with Ax and A If AZ = A for example, then Z is copies 
Y' x ' 

into X. After this possible "updating" operation, it signals the core 

memory to write Z into 'the address given by A . When the write has been 
z 

completed, the core memory re-sets the extra flipflop of AZ to zero. 

Arithmetic control is free to execute further control groups as soon as the 

core memory action has been initiated, and advanced control is prevented from 

using the core memory by a "memory busy" signal. 

The Use of X and Y 

Advanced control does a partial decodfng of other instructions to 

indicate whether 

(a) the instruction transfers information between the arithmetic unit 

and a B-line, 

(b) an operand is apparently required from the core memory. 

If (a) holds, advanced control waits until Dl = D2, ahd then executes 

the instruction. 

If (b) holds, advanced control compares the address with A and A . 
X Y 

The purpose of the following rule is to allow the programmer to save 

accesses to and from the memory in problems where an operand is used a number 

of times in a set of orders. If the address of the storage location referred 

to is not equal to either Ax or A that is X and Y are available to advanced 
Y' 

control for reading or writing, one on these is chosen as follows: If the 

latest use of one of these registers was by the instruction: copy previous 

operand (that is order 58)) choose that register; otherwise choose the register 

not used last. A flipflop, set by each use of X or Y, indicates which register 

satisfies this rule. Suppose, for definiteness, that X is chosen. If K = 0, x 
advanced control reads the word from the memory into X, sets Ax equal to the 

address, sets Kx = 1, and sets to zero the 14th bit of the current control 

group in 01, 0 indicating to arithmetic control that the operand is to be 2 
found in X. If Kx # 0, advanced conCrol reads the word into Z, and waits 
until Kx = 0, before copying'z into X and performing the other operations 

just .mentioned. 



I f  t.he address i s  e.qua.I t o  one o f '  A ' o r  A say A , advanced control  
X Y' Y 

waits ( i f  necessary), u n t i l  K < 3, and then increases K by one, and s e t s  t he  
Y Y 

14th b i t  of t h e  current  control  group i n  0  0  t o  1, indicat ing t h a t  t h e  
1' 2 

operand i s  t o  be found i n  Y. 

  he use of these  fea tures  of advanced control  i s  i l l u s t r a t e d  i n  

the  s'econd p a r t  of sect ion 3 .'1.6.2. 

3.15 Order Code 

Capi ta l  l e t t e r s  r e f e r  t o  r eg i s t e r s  and addresses, and lower case 

l e t t e r s  r e f e r  t o  t he  contents of r e g i s t e r s  and memory locat ions .  Unprimed 

lower case l e t t e r s  r e f e r  t o  t h e  i n i t i a l  contents, and primed lower case l e t t e r s  

r e f e r  t o  t h e  f i n a l  contents.  . For example,. a t  = m means copy i n t o  A the'word . ' 

i n  memory locat ion M, and a f  = a + m means add i n to  A t h e  word i n  memory locat ion 

M. M i s  t h e  address . a f t e r  modification., For ar i thmet ic  ins t ruct ions ,  

i f  C1 = 0 (short  ins t ruc t ion)  M = B  f o r  B = 0, 1, 2,. 3 

M = b  f o r  B = 4, 5, ..., 15 . 

if C1 = 1 (long ins t ruc t ion)  M = B + N  f o r  B = 0, 1, 2, 3  

M = b + N  f o r  B = 4, 5 ,  . .., 15. 

I f  C1 = 0 and B = 0, 1, 2, 3,. then m i s  t he '  contents of-A,-.$, R o r  R3; otherwise 
. -  .2' . 

m r e f e r s  t o  t h e  core memory. An unmodified address (M=N) i s  obtained by 

s e t t i n g  B = 0, Cl = 1. 

When N r e f e r s  t o  a  B-line, t h e  name of t h e  B-line i s  B Thus 
N ' 

b f  = b + b means add t h e  address from B t o  t he  address i n  B-line B.  
N N 

The subscr ipt  R indicates  t h a t  a  number i s  rounded t o  s ing le  length  

a c c b a c y .  One rounded mul t ip l icat ion ins t ruc t ion  i s  described by 

a t  = (a*:m)R, qt  = a. The i n i t i a l  contents of A i s  t r ans fe r red  t o  Q and 

multiplied by 'm. During mul t ip l icat ion t h e  d i g i t s  of Q a r e  c i rcula ted,  and 

d i g i t s  a r e  not sh i f t ed  from A i n t o  Q. 

The symbol (aq) designates t he  value of t h e  double length  number i n  
-51 - t h e  AQ r eg i s t e r s .  (aq) = a + 2 q, where q consis ts  of q with a  zero s ign 

d i g i t .  
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R i s  an extra r e g i s t e r  i n  t h e  ar i thmet ic  unit, -poss ib ly  one-half 'of 

t h e  s h i f t i n g  number r e g i s t e r .  When t h e  contents of t h e  accumulator . a r e  replaced 

by another number (orders 1, 2, 3 ,  4) ,  t h e  previous contents a re  then .copied 

i n t o  R . This f a c i l i t a t e s  t h e  double precision accumulation of produdts. 

I n  t h e  accumulator A, intermediate r e s u l t s  a r e  cor rec t ly  represented 

provided t h a t  they do not l i e  outside of t h e  range -2 - < a < 2 .  A number i s  

s a id  t o  have overflowed when it l i e s  outs ide  of t h e  range -1 < - a < 1. An 

overflow indicator  w i l l  be s e t  i f  t he  r e s u l t  of an  ar i thmet ic  operation i s  i n  

a s t a t e  of unassimilated overflow, during improper division''! i f  an 

unassimilated overflow is  detected during ar i thmet ic  l e f t  s h i f t ,  o r  i f  

ass imi la t ion  causes overflow. The overflow ind ica tor  w i l l  be cleared by any 

l o g i c a l  ins t ruc t ion  ( "and", "exclusive or", "not" o r  l og i ca l  s h i f t  l e f t  o r  

r i g h t ) ,  by an ar i thmet ic  s h i f t  r i g h t  of a t  l e a s t  one place, or  a " t e s t  and 

c l e a r  overflow" ins t ruc t ion .  A n  attempt t o  s t o r e  a number i n t o  t h e  core memory 

when t h e  overflow ind ica tor  i s  s e t  causes t h e  computer t o  s top.  

There a r e  two categories of s h i f t  orders, ar i thmet ic  s h i f t s  and 
M l o g i c a l  s h i f t s .  .An ar i thmet ic  s h i f t  mul t ip l ies  o r  divides a or (aq) by 2 , 

t h a t  i s ,  t h e  s ign d i g i t  o f A  i s  duplicated during r i g h t  s h i f t ,  and d i g i t s  a r e  

sh i f t ed  around t he  s ign  d i g i t  of Q. A l og i ca l  s h i f t  considers (aq) t o  consis t  

of 104 consecutive d i g i t s ,  which a r e  t rans la ted  t o  t h e  l e f t  o r  r i g h t .  Zeros 

a r e  inse r ted  i n t o  t h e  l e f t  hand end of A on r i g h t  s h i f t ,  and on l e f t  s h i f t  overflow 

is  no t  s e t .  Double length  l og i ca l  s h i f t s  s h i f t  i n t o  t h e  s ign d i g i t  of Q .  

Stops 

It i s  preferable  i f ,  before stopping, t h e  computer p r i n t s  i n f o r m t i o n  

t e l l i n g  why it has stopped. This could be accomplished by reserving a smll  

por t ion of t h e  core memory f o r  a multiple-entry p r in t ing  rout ine .  The various 

s t op  conditions cause t h e  contents of t h e  control  counter t o  be copied i n t o  

B and cause a u t o d t i c  jumps t o  d i s t i n c t  en t r i e s  t o  t h i s  p r i n t i ng  rout ine .  
15 ' 

After  p r i n t i ng  b and other  information per t inen t  t o  t h e  stop, t h e  computer 15' 
e i t h e r  encounters one absolute  s top  o r # t h e  program might continue. 

(1) See chapter 8 f o r  a disdussion of ass imila ted and .unassimilated overflow. 



If t h e  func t ion  d i g i t s  o f  F cons i s t  o f  seven zeros o r  seven ones, t h e  

computer w i l l -  s top .  The purpose of t h i s  i s  t o . s t o p  a s  soon a s  poss ib le  i f  

c o n t r o l  begins t o  execute da ta  a s  instructions--many f i x e d  point  da ta  a r e  small 

p o s i t i v e  o r  negat ive  numbers. S imi la r ly  any unassigned value of F causes a s top ,  

I f  t h e r e  a r e  p a r i t y  checks on t h e  drum o r  co re  memories, t h e  wrong p a r i t y  should 

cause a s top.  

Except a s  otherwise noted, t h e  following o rde r s  a r e  shor t  o r  long 

depending on whether C = 0 o r  1. 1 

Arithmetic o rde r s  



21  , ( a s ) '  = ( a  . m) + ( r q )  add product 

semi-accumulative mul t ip l i ca t ion  

25. a! = remainder, ql = The s i g n  of t h e  remainder agrees  with m 
t h e  sign of t h e  d i v i s o r .  If t h e  d i v i s o r  i s  p o s i t i v e ,  t h e  remainder 

i s  l e s s  than t h e  d i v i s o r .  If t h e  d i v i s o r  i s  negat ive ,  t h e  remainder 

is' g r e a t e r  than o r  equal  t o  t h e  d i v i s o r .  

M chn b e  p o s i t i v e ,  negat ive  o r  zero.  

For26, 27 1 1 ( 1 6 4 ,  and 

r 0 r 2 8 - 3 1  lnJ(u8.  - 

30. s e t  a  = 0,  then 28 above 

31. s e t  a  = 0,  t h e n  29 above 

32. q '  = m 

33 at = m, m1 = a  (exchange) 

340 a1 =,I = a + ,  

35. .I = ,I = a - m  

36. .I = a ,  m l  = a + m 

37. a '  = a , r n l  = a - m  

38 .* k  a' = 2  a ,  bl = b  - k,  where Th i s  i s  a  s i n g l e  length  

standardize '  i n s t r u c t i o n .  If a  =. 0,  k  = 64 and a t  = 0. 

k 
( a q ) ~  = 2  (aq) ,  b1 = b -  k,  w h e r e 2 2  (aq) c 1. I ' I -  
If (aq)  = 0, k  = 128 and ( a q ) ~  = 0. 

40 .* ( aq I s  = 0  

*Denotes s h o r t  orders  



Floating Point Orders (aF i s  t he  contents of t h e  accumulator considered a s  a 

f l oa t i ng  point number, and 9 i s  t h e  f l oa t i ng  point number held i n  M.) 

48. ah = $aF (add M t o  t h e  exponent) 

49 0 

-M a; = 2 aF (sub t rac t  M from t h e  exponent) 

50 0 rnl = aF F o 

51 o *  a; = (a,b) (Copy t h e  contents of t h e  designated B-line i n t o  

t h e  accumulator exponent r eg i s t e r ,  t h a t  is ,  convert 

from f ixed point t o  unstandardized f l oa t i ng  point . )  

52 o *  Standardize aF, counting i n  t h e  exponent reg i s te r .  t .  

53 o* b1 = exponent, a; = a This can be used t o  convert a f l oa t i ng  point F0 
r e s u l t  t o  f ixed point .  

*Denotes shor t  orders  

Store Orders (see  a l s o  32-37, 50, 76, 78) 



58 ,I = immediately preceding operand. Commonly M = 1, 2, o r  3. This 

allows t h e  contents of the  X o r  Y reg i s te r ,  t o  be t rans fe r red  t o  &, 

R2 o r  R 'without a f fec t ing  t h e  accumulator. 3 
59 0 t l s to re  and carry". Assimilate a ,  and s t o r e  i t s  non-sign d i g i t s  i n  

locat ion M with a zero. sign d i g i t .  

Then a1 = 0 ,  2-51, -2-51, o r  -2-50 depending on whether 

a 2 0 and no overflow 
. ... 

. a ): 0 'and-soverflow 

a ( 0 and no overflow 

a ( 0 and overflow. 

Logical Orders 

60. a 1  = a @ m  

q1 = a 8 m  

61. at = -m = -m - 2-51 

62, 'O at = 2Ma 

63. 
-1JI 

a l = 2  a 

64 
M 

( a s > '  = 2 (aq) 

65. 
-M 

( a s ) '  = 2 (as )  

B-line Orders 

66. bl = N 

67. 
+ bl = -N 
+ 

68. b t = b + ~  

69.' . b l = b - N  
+ 

70. b' = b N 

71.+ b' = -bN 

72.+ bl = b + bN 

+ 
73 0 b' = b - bN 

( exclusive ort1 ) 

("and" o r  d igi twise  product) 

("nottt o r  d igi twise  complement) 

overflow i s  not s e t  

t h e  sign d i g i t  i s  not  duplicated 

(aq) i s  considered t o  be 104 consecu.tive 

d i g i t s  without regard f o r  sign. I- 

The unmodified address consis t ing of t h e  

second con t ro l  group i s  used a s  an  

in teger  operand. 

The second control  group i s  in te rpre ted  

a s  t h e  name of a second B-line. 



b, = b - 1  

b' is t he  13-bit group from word N (unmodified), posi t ion C. 

s t o r e  b  i n  word. N posi t ion C . i 

s b t  B ,  B+1, B+2, ~ + 3  t o  be t h e  fou r  13-bit group& of t h e  word a t  N .  

B . is r e s t r i c t ed  t o  be one of 4, 8  o r  12. 

s t o r e  t h e  contents of B, B+1, B+2, B+3 i n  word N.  (B = 4, 8,  o r  12). ' 

a ,  = b  . 2-51 (b i s  considered. a  pos i t ive  in teger )  

.a' = a + b  2-5 1 

a1 = a - b e = !  -51 

bl = l e a s t  s ign i f ican t  13 b i t s '  of a  

bl = l e a s t  s i gn i f i c an t  13 b i t s  of q 

+Qenotes long orders 
Wenotes sho r t  orders 

B-Conditional Jump Orders 

84 .* bl = b  + 1, i f  bt # 0 jump t o  t h e  leftmost  con t ro l  group of:  

t h i s  word i f  C2 = 0, 

t he  preceding word i f  Cp = 1. 

This i s  ca l l ed  t he  "short  loopt1 order. 

85 .jc bl = b  - 1, otherwise s imilar  t o  $4, 
86 .+ b1 = b  + 1, jump t o  word N ,  posi t ion C i f  b1 # 0 

+ 
87 b1 = b  - 1, jump t o  word N ,  posi t ion C i f  b1 # 0 

+ 
Jump i f  b # 0 88. 

+ 
89. Jump i f  b  = 0 

+ 
90. Jump i f  t h e  most s i gn i f i c an t  b i t  of b  i s  zero 

+ 
91, Jump if t h e  most s i gn i f i c an t  b i t  ~f b i s  one 

+Denotes long orders 
*Denotes short  orders  



Uncondit ional  Jump Orders  

+ 
920 Jump t o  wdrd M p o s i t i o n  C. (M i s  t h e  modified a d d r e s s )  

+ 
93. Se t  B t o  be t h e  add res s  of t h e  next  i n s t r u c t i o n ,  and jump t o  word 

1 5  
M p o s i t i o n  C .  Thi s  i s  an " e n t e r  subrout ine" order .  

94 . Jump t o  t h e  i n s t r u c t i o n  given by B 15 ' 
The e f f e c t  of. execut ing  a 

94 o r d e r  i s  t o  t r a n s f e r  c o n t r o l  t o  th.e f i r s t ,  i n s t r u c t i o n  fo l lowing  

t h e  preceding 93 orde r .  94 i s  a " leave  sub rou t inen  o rde r .  

+Denotes long  o r d e r s  

+ 
95. .The  t e s t  i s  ddtermined by t h e  va iue  of  t h e  i n t e g e r  B. Advanced 

c o n t r o l  i s  t o  read  o u t  t h e  word i n t o  Z on t h e  assumption t h a t  t h e  

jump w i l l  probably be executed. 

I f  B = 0 ,  jump i f  a 2 0  

B = 1 ,  j u m p i f a < O  

B = 2, jump i f  a = 0 

B = 3 ,  j k n p i f a f O  

B = 4, jump i f  overflow, and r e s e t  i n d i c a t o r  

B = 5,  jump i f  no overflow, o the rwi se  r e s e t  i n d i c a t o r  

B = 6, jump i f  over f iow 

B = 7,  jump i f  no overf low 

S i m i l a r  t o  95, except t h a t  advanced c o n t r o l  assumes t h a t  t h e  jump 

w i l l  not  be  executed,  and does n o t  read  t h e  word i n  advance. 

+Denotes long  o r d e r s  

" - 
Misce l laneous  

97. .I = a ,  s e t  overf low i f  a - rn i s  nega t ive .  T h i s  i s  a comparison 

of t h e  s i z e s  of two numbers which does  n o t  a l t e r  t h e  c o n t e n t s  of  

any r e g i s t e r  , 



98.* Modify t h e  next ins t ruc t ion  by t he  contents of B-line By i n  addi t ion 

... t o  any other  modif.ication ca l led  fo r .  

99 a* Read, i n t o  A, a  word whose b i t s  def ine  t he  s t a t e s  of t he  various 

switches on t he  machine. - 
. loo .  Input-output and drum ins t ruc t ions .  These have not ye t  been assigned. 

*Denotes shor t  orders 

. , 3 :a6 Programming Examples 

Suppose t h a t  two vectors a ,  b  a r e  stored i n  core memory locat ions  - - 
AO,.AO+l, ..., A +n-1; BOJ BO+l, . .., B +n-1, and t h a t . 1  i s  a  number whose 0  0  
magnitude is  l e s s  than 1. It i s  required t o  compute t h e  vector - c = - a + hb, - 
and s t o r e  f t  i n  locat ions  Coy CO+l,  ..., Co+n-1. 

13 b = -'n mod 2 
7 

The program is  

leftmost  'control group 
of a word 

a '  = a + m  4 01  

m '  = a 6 01 

b! = b + 1, jump unless b  = 0 7 00 shor t  loop order. 

The i b e r  loop requires  one word consis t ing of four  s h o ~ t  ins t ruc t ions .  

The input rout ine  can ass ign storage locat ions  t o  t he  program i n  such a way t h a t  

t h e  f i r s t  ins t ruc t ion  of t h i s  loop i s  a  left-hand control  group. I f  an  overflow 

t e s t  were included i n  t h i s . 1 0 0 ~  it would s t i l l  require  only 1-112 words. 



The t a b l e  on t h e  fo l lowing  page shows t h e  t ime sequence of events  

f o r  t h e  c o r e  memory, advanced c o n t r o l  and a r i t h m e t i c  c o n t r o l  f o r  t h e  f i r s t  few 

i n s t r u c t i o n s  encountered i n  t h i s  loop.  Each t y p e w r i t t e n  l i n e ,  r ead ing  down, 

r e p r e s e n t s  ips of t ime,  and even t s  on t h e  same h o r i z o n t a l  l i n e  t a k e  p l ace  

s imul taneous ly .  The fo l lowing  assumptions a r e  made: 

1. The last  0.5ps of  a c o r e  memory read  ope ra t ion ,  a f t e r  t h e  word 

has  been read o u t  and w h i l e  t h e  co re  memory i s  r egene ra t ing  t h e  

l o c a t i o n ,  i s  a v a i l a b l e  f o r  advanced c o n t r o l  t o  proceed wi th  
. . 

f u r t h e r  non-memory ope ra t ions .  

2. Operat ion t i m e s  a r e :  l , 5 p s  f o r  co re  memory read  o r  w r i t e ,  

3 .5 AS f n r  mill t,i pl i r.a.t,i nn, 
/ ' 

0 . 2 5 ~ s  f o r  s imple ope ra t ions  such as 

a d d i t i o n ,  t r a n s f e r ,  jump. 

These t imes  d i f f e r  from t h e  t imes  t h a t  a r e  expected t o  be t aken  

by t h e  proposed computer t o  do t h e  o p e r a t i o n s  r e f e r r e d  t o .  How- 

ever ,  t h e  diagram i s  s imp le r  t o  draw wi th  t h e s e  va lues  of  t h e  

t imes  and f o r  any v a l u e s  f o r  t h e s e  q u a n t i t i e s  corresponding 

diagrams can be  made. 

3 .  A t  t h e  beginning ( t h e  t o p  of t h e  page),  t h e  c o r e  memory, advanced 

c o n t r o l  and a r i t h m e t i c  c o n t r o l  a r e  a l l  wai t ing .  Normally, 

advanced c o n t r o l  has  performed ope ra t ions  ahead of a r i t h m e t i c  

c o n t r o l ,  so t h i s  assumption i s  conserva t ive .  

Time d u r i n g  which one u n i t  must wa i t  i s  marked 

The first  and second execut ions  of t h e  loop  and p a r t  o f  t h e  t h i r d  execut ion,  

by a r i t h m e t i c  c o n t r o l ,  a r e  shown. The f i r s t  and l a s t  e,xecutions d i f f e r  from 

t h e  i n t e r m e d i a t e  ones,  which a r e  a l l  similar t o  t h e  second. Af t e r  t h e  f i r s t  

execut ion  of t h e  loop,  t h e  co re  memory o p e r a t e s  cont inuous ly ,  t h e  a r i t h m e t i c  

u n i t  must w a i t  only 0.25ps o u t  of every 4.5/s, and advanced c o n t r o l ,  a l though 
I 

supe rv i s ing  memory o p e r a t i o n s  and performing B-line a r i t h m e t i c ,  i s  i d l e  a 

cons ide rab le  f r a c t i o n  o f  t h e  t ime.  T h i s  i s  not  i n e f f i c i e n t ,  because t h e  purpose 

of advanced c o n t r o l  i s  t o  maximize t h e  du ty  c y c l e s  of t h e  memory and t h e  a r i t h -  

met ic  u n i t ,  which i t  c e r t a i n l y  does f o r  t h i s  problem. 



. " - - -  

regenerate s e t  A, = address Cn .Add 1 t o  B-line 6 
count i n  B-line 7 and jump 

read locat ion BO+l  Add 1 t o  B-line 5 
. . 

bl t o  X 

regenerate 

/ I l l / /  / I  / I  ~ d d  g t o  accumulator 
s t o r e  z i n  locat ion Co s t o r e  i n  z 

obey jump 
7 Multiply q by x 

read locat ion A O + l  Add 1 t o  B-line 4 

a1 t o  Y 
regenerate s e t  A, = address CO+.l Add l ' . t o  B-line-6 

count i n  B-line 7 and jump 
read locat ion B0+2 Add 1 t o  B-line 5 

e tc .  ' etc .  e t c ,  



3.16.1 The Sca la r  Product of Two Vectors 

I f  a, a r e  n-vectors s t o r e d  i n  l o c a t i o n s  (AO+ki) , (Bo+ i) , . 
( i  = 0,  1, . . . , n-1), form 

where k and l a r e  cons tan t s  and t h e  no ta t ion  ~ ( x )  means " the  f i x e d  poin t  number 

he ld  i n  memory l o c a t i o n  x". (This  problem a r i s e s  i n  t h e  m u l t i p l i c a t i o n  of t h e  

t r anspose  of one r ec tangu la r  m a t r i x  by another  matrix, i f  both ma t r i ces  a r e  

s to red  by rows). 

Assume (aq )  = 0 a t  t h e  s t a r t  of t h e  loop,  

and b = A. 
4 

b = Bo 
5 

b = k  
6 

b7 =R 
13 bg = -n mod 2 . 

The program i s  

a 4 00 

(aq ) '  = m a + ( r q )  5 00 

4 10 6 

5 10 7 

s h o r t  loop 8 0 1  

The i n n e r  loop i s  1-3/4 words. The r e s u l t  i s  t h e  unrounded double 

l eng th  sum of products.  The f irst  i n s t r u c t i o n  fo l lowing t h i s  1 0 . 0 ~  would be 

e i t h e r  " t e s t  o ~ e r f l o w ~ ~ ,  o r  "round and s to re" .  I f  k , / a r e  cons tant  throughout 

a l l  u s e s  of t h e  loop, t h e  t h i r d  and f o u r t h  i n s t r u c t i o n s  could be of t h e  

b' = b + N type ,  and only 3 B-lines would be requi red .  

3 .  I n  this example t h e  d i g i t s  under N l a b e l  a B-line, BN. 



~ 3.16.2 Evaluation of a Polynomial 
n 

n-i 
Form yn = a n t t  , by means of t h e  sequence - 1 i = O  

Y~~~ = ty i  + ai+l, where {ai] a r e  s tored i n  consecutive core 

memory locat ions  beginning a t  A and 0 ' 

b . = -n mod 2 13 
5 

a1 = m 4 
a1 = (q . m)R, ql = 9 0 

[at = a + m  4 
shor t  loop 5 

The inner  loop i t s e l f  requires  3/4 word. The ins t ruc t ion  

at = (q  m)R, ql -= q 0 00 forms t h e  product (a  q)R, and i s  

required t o  be a left-hand control  group. 

An a l t e rna t i ve  method which i l l u s t r a t e s  t h e  se lec t ion  of X o r  Y by 

advanced control  assumes: 

b = A  
4 0 

b = -n mod 2 13 
5 

b6 = address of t., 



L s h o r t  lobp 5 00 

The i n n e r  loop r e q u i r e s  3 / 4  word. The mul t ip ly  i n s t r u c t i o n  i s  

requi red  t o  occupy a lef t-hand c o n t r o l  group of  a word. Although t h e  program 

apparen t ly  c a l l s  f o r  two memory re fe rences  p e r  execution of t h e  loop,  one f o r  

a and one f o r  t h e  number t, i n  f a c t ,  t i s  read  out  j u s t  once and he ld  
i 

permanently i n  one of t h e  r e g i s t e r s  X o r  Y. Th i s  i s  t r u e  because t h e  two l a s t -  

used operands a r e  s t i l l  a v a i l a b l e ,  and t i s  always one of them. The program 

c a l l s  f o r  operands t o  be  used i n  t h i s  order: 

and when advanced c o n t r o l  dec ides  which r e g i s t e r  (X o r  Y )  t o  hold ai+l, it chooses 

t h e  r e g i s t e r  not  used l a s t ,  t h a t  i s ,  not  conta in ing  ti, so t i s  held permanently 

throughout t h e  execution of  t h e  loop. 

3.16.3 Continued Frac t ion  

Form F (x )  , t h e  n-th convergent of a. + a, + b, O n 

Define 

Yo = an  

- 
Y 1  - bn-l + an-l YO 

and, f o r  i 2 2,  - - 
Y i  Yi-2 bn-i + Y i - 1  an-i 

Thus 



Suppose t h a t  an, bn-l, a 
n-1, bn-29 ... a b a a r e  s to red  i n  consecutive 1 0 0  

memory loca t ions  beginning a t  t h e  address i n  B and suppose t h a t  B has  
4' 5 

-(:n-1) i n i t i a l l y ,  and t h a t  x i s  i n  A .  

shor t  loop 

C 

00 S to re  x i n  R 3 
Store  yo (=a,) i n  R2 

00 O1 [ 
00 O1 Cbn-- 
01  y unrounded 1 
00 

00 Round y i-1 

00 1 Add yi-l an-i t o  ob ta in  

0 1  1 yi unrounded 

0 1  

This  program requ i res  4 words, and i t s  i n n e r  loop i s  exac t ly  two words. 

3.16.4 Reverse t.he D i g i t s  of a word 

Suppose t h a t  x, t h e  numb,er i n  t h e  accumulator, has d i g i t s  

)(O, 9 **, Xgle It i.s required t o  form ins tead  y ,  t h z  number whose d i g i t s  a r e  

X51, X5w 0 9  XO* 



-M 
( aq ) '  = 2 (aq) . l o g i c a l .  

r a t  = m y  ml = a 

rn, m' = a 

s h o r t  loop 

s h i f t  1 r i g h t  

exchange 

s h i f t  1 l e f t  

exchange 

The program requ i res  1-3/4 words: one long i n s t r u c t i o n  and 5 shor t  

ones. The l o g i c a l  s h i f t s  a r e  used i n  o rde r  not  t o  s e t  overflow dur ing  l e f t  

s h i f t s .  I f  t h e  exchange i n s t r u c t i o n  were not  a v a i l a b l e ,  t h e  inne r  loop would 

r e q u i r e  two more i n s t r u c t i o n s ,  and i t  would be necessary t o  use  R a s  we l l  a s  
3 

3.16.5 Sideways Addition 

Count t h e  number of  ones i n  t h e  word i n  Q and p lace  t h e  r e s u l t  

i n  B 
4' 

F B C N 

b '  = N 4 1 0  0 c l e a r  B 4 
b~ = -M 5 1 0  52 s e t  t h e  count 

M 

C 
c l e a r  A ,  (aq) '  = 2 (aq)  l o g i c a l  1 00 

a t  = a + b  4 00 

bt = a 4 00 

s h o r t  loop 5 00 

The program r e q u i r e s  2 words, and t h e  i n n e r  loop r e q u i r e s  one word. 

3.16.6 Square Root of Y 

1 1 X 
If a. = 5 ' + - x a n d a  n+ 1 = q ( a n + a ) , t h e n  lad Furthermore, n 

it may be shown t h a t  i f  x 2 1/4, a i s  a very  a c c u r a t e  approximation t o  & 
5 



This  sugges ts  t h e  fol lowing method f o r  obta in ing  G a s  f a s t  a s  poss ib le :  
n 

de f ine  x = 4  y ,  4 -  c x <  1, then fi= 2-" a 5  where (ai] a r e  defined a s  

before.  

The only d i f f i c u l t  opera t ion  i s  "bn", s ince  t h e  computer s tandardizes  

by 2 and not  4, and most of t h e  complexity of  t h e  program which fo l lows i s  due 

t o  t h i s  type  of s tandardiza t ion .  Suppose t h a t  y i s  i n  A. 

b' = -b 
N 

a 1  = b 

(aq)!  = 2 
-M 

( a s >  

bl = a  
M 

Clear  A ,  (aq)  1 = 2 (aq)  

b1 = a 

Halve 

Double 

s t o r e s  a  i 

a 1  = a + m  

-M 
a 1 = 2  a 

- s h o r t  loop 

-M a 1 = 2  a 



The program requi ' res  6-1/4 words, and t h e  inne r  loop i s  1-1/2 words. 

3.16.7 Matrix Mul t ip l i ca t ion  

Let \\aij\\ J Ilbij 1 1  be m x n and n x p matr ices  s t o r e d  by rows beginning 

a t  memory loca t ions  A B r e spec t ive ly .  It i s  requi red  t o  s t o r e  t h e  product 0'  0 I I ci ( 1 by rows i n  l o c a t i o n s  beginning a t  Co, given t h a t  

bg = n 

b = p  
9 

and b15 = l i n k .  

The B-regis ters  w i l l  be used f o r  t h e  fo l lowing purposes: 

b4 
= address  of a i j  

b = address  of b 
5 j k 

b = address  of cik 6 

b7 = (m) 

bg = n 

b9 = P 

b10 = ( n )  

bll = ( P )  

b12 = np-1 

b15 = l i n k ,  



b 

where a nugber i n  parenthes is  i n d i c a t e s  a counter  whose i n i t i a l  va lue  i s  t h a t  

number, and whose f i n a l  va lue  i s  zero. b10 i s  t h e  count f o r  each s c a l a r  product,, 

i s  t h e  count ac ross  any one row, and b i s  t h e  over-a l l  count. 
bll 7 

b' = q 

b' = b - 1  

1-3 b ' .  = bN 

uncondi t ional  jump 

--- 
bl = b -  

"N 

b' = bN 

I 
Clear  A& 

a '  = m, r1 = a 

a + ( r q )  

b1 = b - 1 jump un less  0 

m1 = (as), 

b' = b -  
b~ 

o c ( ~ )  N e n t e r  loop 

-- -- - waste 1/2 word - 

4 10  8 r e s e t  A + kn 0 

0 00 

4 0 1  

5 00 i n n e r  loop 1-1/4 words 

5 10  9 

10 0 1  

6 0 1  s t o r e  c 
i k  

5 10  1 2  

L bl = b - 1 jump uniess  0 11 C M row count (p )  

b' = b - 1 jump un less  0 7 C N over-a l l  count (m) 

obey l i n k  15  00 

The e n t i r e  program r e q u i r e s  7-3/4 words inc luding c a l c u l a t i n g  t h e  

'constants  f o r  t h i s  t r i p l e  count.  I f  it were des i red .  t o  preserve t h e  con ten t s  

of t h e  B-lines, about  2 more words would be required.  

4. The nota t ion  C N i s  used h e r e  t o  mean an  address ind ica ted  by t h e  arrow 
which would probably be denoted symbolically by t h e  programmer, and 
assigned by t h e  input  rou t ine .  



APPENDIX TO CHAPTER 3 

The design of a computer with a 1.51s main memory depends c r i t i c a l l y  

on what o t h e r  equipment i s  a v a i l a b l e ,  and t h e  cos t  o f  bu i ld ing  two memories, 

one f o r  d a t a  and one f o r  i n s t r u c t i o n s ,  o r  a memory wi th  mul t ip l e  word simul- 

taneous read-out. It seems q u i t e  poss ib le  t h a t  work now going on i n  memory 

development w i l l  l e a d  t o  f a s t e r  memories. I f  t h i s  occurs  t h e  design described 

above w i l l  be  modified. 

The computer descr ibed  may be  thought of a s  having a " t a c t i c a l "  d a t a -  

, a n t i c i p a t i o n  system. Advanced c o n t r o l ,  wi th  no he lp  f r o m t h e  coder,  scans a 

few i n s t r u c t i o n s  ahead, and t r i e s  t o  o b t a i n  operands b e f o r e . t h e y  a r e  requi red  

by a r i t h m e t i c  con t ro l .  A " s t r a t e g i c t t  da ta -an t i c ipa t ion  system, on t h e  o t h e r  

hand, t r a n s f e r s  blocks'  of  d a t a  and i n s t r u c t i o n s  from t h e  main memory i n t o  a 

l a r g e , f a s t , b u f f e r  memory, long i n  advance of t h e i r  use. For t h i s ,  t h e  coder 

must somehow i n d i c a t e  what d a t a a r e w a n t e d ,  and where they  a r e  t o  be put .  

An e a r l i e r  design based on a 64-word rapid-access buf fe r  memory and 

t h e  simultaneous t r a n s f e r  of 4 words between ' t h e  main memory and t h i s  b u f f e r .  

memory w i l l  now be described.  I t s  d e s c r i p t i o n  i s  included because it  i n d i c a t e s  

an  a l t e r n a t i v e  method,of mi t iga t ing  t h e  memory access  problem. The d e t a i l e d  

d e s c r i p t i o n  given r e f e r s  t o  a computer with a n  i n t e r n a l  memory of 4096 40-bit  

words, These numbers d i f f e r  from those  now thought d e s i r a b l e  f o r  a computer.. . 

However, s i n c e  t h e  m a t e r i a l  i s  being included f o r  i l l u s t r a t i v e  purposes it was 

n o t  thought  necessary  t o  modify t h e s e  numbers, 

3.17 Memory 

C: Slow memory 4,096-word core  

D: Fas t  memory 64-word diode c a p a c i t o r  

The 64-word memory D w i l l  be  d iv ided i n t o  8 blocks of 8 words each. 

Reading between C and D w i l l  be by &-word h a l f  blocks.  



The 8 blocks of D w i l l  be divided in to  3 categories: 

1, Block O for  temporary storage, 

2. Blocks 1 and 2 for  instiuctiomi, 

I -  3 .  Blocks 3, 4, 5, 6 and 7 for  data, constants, e t c .  

Transfers to  blocks 0, 3, 4, 5, 6 and 7 w i l l  be made by half block transfers,  

4 words a t  a time. Transfers t o  blocks 1 and 2 w i l l  be made by pa i r s  of 4-word 

t ransfers  so tha t  a complete block is f i l l e d  by a ~ f n g l e  transfe'r order. 

The 512 blocks of C w i l l  be addressed i n  half-block groups of 4 words 

designated by the 10 most s ignif icant  b i t s  of a 12-bit reg is te r .  

A l l  instructions a re  executed from the 16 1 6 e ~ t l o n s  (32 instruct ions)  

of D and D2. I n~f t ruc t iom BTB t ransferred i'nto them blocks i n  pa i r s  of 4-word 1 
transfers  so tha t  a Bingl@ transfer instruct ion bringe i n  16 new instr 'uetions. 

The control counter is  a 12-bft counter tha t  in did ate^ the location i n  C Of the 

next instruct ion p a i r ,  The l e a s t  s ignif icant  oc ta l  d ig f t  of  the control counter 

gives the posit ion within the 8-word block of C and Di while the 3 most s ign i f i -  

cant oc ta l  d i g i t s  ident i fy the block (I. out of 512) i n  C, 

A f l i p f lop  F1 i s  needed t o  specify whether the next instruct ion pa i r  

w i l l  be taken from Dl or from D2. Whenever the l e a s t  Significant oc ta l  d i g i t  

of the control counter is zero, indicating the b e g i ~ i n g  of a new block, F1 is  

changed and a new block of 8 wordk is read into the  Di designated by F ( D ~  or  D2 1 
according as  F i s  0 or 1, respectively).  1 

A second f l ipf lop,  F2, is required t o  inhib i t  the t ransfer  of new in-  

I struct ions from C t o  D i f  a loop of instruct ions is being repe t i t ive ly  executed. 

The control of F i s  by meam of Ddjump instructions,  i.e., jump instruct ions 2 
referr ing t o  instruct ions already i n  D.  o or de ta i l a  vree the discussion of jump 

instructions.  ) In  ordinary operation f l i p n o p a  F1 and F2 agree rurd are  changed 

together as determined by the  control counter. When a D-jump occurs F1 is s e t  



. . 

t o  des igna te  t h e  block of t h e  new i n s t r u c t i o n  t o  be executed,but F2 i s  no t  

changed. A s  long as Fl and F disagree,  t h e  c a r r y  from t h e  l e a s t  s i g n i f i c a n t  
2 

o c t a l  d i g i t , o f  the .*cont ro l  counter  i s  i n h i b i t e d  and no new t r a n s f e r  from C t o  

D i s  allowed. When F and F ag ree  once more, t h e  normal sequencing mode i s  . 1  2 
resumed . 

3.19 Jump I n s t r u c t i o n s  

The i d e a l  jump i n s t r u c t i o n  would always r e f e r  only  t o  a co re  l o c a t i o n  

but  would sense when t h e  wanted i n s t r u c t i o n  i s  i n  D and i n  such a case jump 

without  requi r ing  an access  t o  C. If, however, t h e  wanted i n s t r u c t i o n  i s  not  i n  

D,  t h e  8-word block conta in ing  it i s  t r a n s f e r r e d  t o  Dl, and F1 and F2 a r e  s e t  t o  

zero. 

The sensing of t h e  presence of t h e  wanted i n s t r u c t i o n  i n  D can be  done 

f o r  c e r t a i n  cases  by adding another  3-bi t  counter  and making a comparison between 

t h e  jump address ,  t h e  c o n t r o l  counter  and t h i s  3-bi t  counter  which, i n  conjunc- 

t i o n  wi th  F1, i s  a 4-bi t  counter  speci fy ing  a p o s i t i o n  i n  D and D2. I f  t h e  1 
jump address  i s  l e s s  than  t h e  c o n t r o l  counter  by no more than  t h e  4-bi t  counter ,  

t h e  wanted' i n s t r u c t i o n  i s  i n  D . '  I f  t h e  jump address  i s  g r e a t e r  than  t h e  c o n t r o l  

counter ,  t h e  wanted i n s t r u c t i o n  may o r  may n o t  be  i n  D and we cannot t e l l  without  

a d d i t i o n a l  equipment, 

Therefore two kinds  o f  jump i n s t r u c t i o n s  w i l l  be provided: 

I 1. C-jumps which have 12-bit  addresses  and cause t h e  8-word block of 

C containing t h e  wanted i n s t r u c t i o n  t o  be placed i n  D 
1 ' 

2. D-jumps which have &-bit addresses  and cause a jump wi th in  Dl and 

I The C-jumps.may o r  may no t  have t h e  automatic  sensing described above, 

I depending'upon c o s t ,  t ime,  and d i f f i c u l t y  experienced by t h e  programmer i n  

keeping t r a c k  of i n s t r u c t i o n s  i n  D. . . 



3.20 :B-Instructions and Block Transfers of Data 

A s  mentioned i n  section 3~17 ,  the  memory D w i l l  be divided in to  8 

blocks of 8 words. There w i l l  be a  connection between the B-lines and the  

t ransfer  of words from C t o  D 
3 ' D4, D5, D6 and D This connection is  

7 ' 
established through the  inst ruct ions  used t o  s e t  the  B-lines, of which there  

a r e  eight designated B O, Bl, ... B7. Such inst ruct ions  have a  3-bit B-desig- 

nation and a  12-bit  address. 

An inst ruct ion se t t i ng  Bi ( i  = 3 , 4, 5 ,  6, 7) t o  n  may cause the  4 

words of the  half-block of C designated by the  10 most s ign i f ican t  b i t s  of n  

t o  be placed i n  the  f i r s t  or  second half  'of D. depending on whether t he  l e a s t  
1 

s ign i f ican t  of the  10 b i t s  i s  0  or  1. The posi t ion i n  t h e  half-block of Di of 

t he  word designated by n w i l l  be given by the two l e a s t  s ign i f ican t  b i t s  of 'n. 

Another way t o  view the  t ransfer  is t h a t  the  most s ign i f ican t  3  'octa l  

d i g i t s  of n  specify one of 512 8-word blocks of C while t he  l e a s t  s ign i f ican t  

oc t a l  d i g i t  of n  specif ies  a posit ion both i n  the  designated block of C and i n  D . 
i 

Whenever the  modified address i s  such t h a t  t he  l e a s t  s ign i f ican t  oc t a l  

d i g i t  i s  3, indicating t h a t  t he  f i r s t  half  of D.  i s  used up, a  new access may be 
1 

s t a r t ed  t o  f i l l  the  second half  from C .  Similarly, i f  the  l e a s t  s ign i f ican t  

oc t a l  d i g i t  of the  modified address i s  7,. an access may be s t a r t ed  t o  f i l l  the  

f i r s t h a l f  of Di from C .  Thus the  block i s  automatically kept f i l l e d  i f  desired 

and 4 back values of current data a r e  always avai lable  a f t e r  the  usual s t a r t i n g  . 

procedure. Similarly the  current block can be t ransferred from D t o  C .  

One b i t  of the  B-instruction w i l l  be used t o  i nh ib i t  the,automatic 

t ransfer  from C t o  D. when desired.  This makes it possible t o  use the  designated 
1 

B. a s  a  counter and t o  reduce the  number of t ransfers  from C .  
1 I 

3.21 :Basic Form of . Inst ruct ions  
% 

The word length is  assumed t o  be 40 b i t s  with two 20-bit ins t ruct ions  

per word. Inst ruct ions  a r e  divided i n t o  four basic categories which a r e  

distinguished by two b i t s :  



00 B-line 

01 Transfer  and C-Jump 

10 Arithmetic and D-Jump 

11 Input-Output 

3.22 B-Line Ins t ruc t ions  

These i n s t r u c t i o n s  w i l l  have a 12-bit  C address,  a 3-bit  designation 

for. Bi. and Di,. a b i t  t o  i n h i b i t  t h e  automatic t r a n s f e r  i f  des i red ,  two b i t s  f o r  

t h e  func t ion  and two b i t s  f o r  t h e  category. 

~ n h i b i t  Bi o r  D 
il $ i ---.--- 

0 0 12 b i t s  

% 
Address 

3.23 C-Jump Ins t ruc t ions  

These i n s t r u c t i o n s  w i l l  have a 12-bit C address,  a 2-bit category 

number and 6 b i t s  f o r  t h e  funct ion.  

0 

1 

1 
1 

T T 
Function 

1' 
Category Address 



3.24 Arithmetic I n s t r u c t i o n s  

These i n s t r u c t i o n s  w i l l  require  a 6-bit  address ( 3  b i t s  t o  designate : 
I 

D. and B. and 3 b i t s  t o  g ive  pos i t ion  i n  D . ) ,  2 b i t s  f o r  t h e  category and 8 b i t s  
1 1 1 

f o r  t h e  funct ion.  This leaves  4 b i t s  unassigned. One of these  w i l l  be used t o  

augment t h e  6-bit address t o  permit specifying a s h i f t  of up t o  127 places and , 

t h e  o the r  3 a r e  l e f t  unassigned, 

3.25 Input-Output Ins t ruc t ions  
' 

No considerat ion has  been given t o  t h e s e ,  

1 0  

3.26 Regis ter  Arrangemats 

T 
. 

Category Function Address 

8 b i t s  4 b i t s  

The assumption i s  made t h a t  only  A and Q a r e  used, but t h e  i n t e r -  

connections a r e  d i f f e r e n t  from t h o s e  i n  t h e  I l l i a c ,  The fol lowing.  th ings  a r e  : . . 

assumed: 

6 b i t s  

1, Certa in  i n s t r u c t i o n s  cause automatic t r a n s f e r s  between A and Q, ' 

including interchanging them. 

2, I n  most mult iply i n s t r u c t i o n s  one operand i s l i n  A and i s  t rans-  i 

f e r r ~ d  t o  Q before t h e  mul t ip l i ca t ion  begins. 

3. I n  d iv i s ion  t h e  dividend i s  e i t h e r  A o r  AQ and t h e  quot ient  i s  ; 
put i n  A. 

4. It i s  -possible t o  s h i f t  A without s h i f t i n g  Q. 

5 .  The "add product" i n s t r u c t i o n  i s  an exception t o  t h e  use  of A 

and Q and requ i res  one ext ra  memory r e g i s t e r .  



3.27 I n s t r u c t i o n  Code 

The examples u se  a  n o t a t i o n  t h a t  i s  se l f -explana tory  except  f o r  t h e  

a r i t h m e t i c  i n s t r u c t i o n s ,  .which a r e  i n t e r p r e t e d  as fo l lows .  The two d i s i t s  a r e  

o c t a l  d i g i t s ,  t h e  f i r s t  r e f e r r i n g  t o  a  block Di and B-line Bi ( i  = 3, . . . 7 )  o r  

block a l o n e  i f  i = 0, 1, '2. The second d i g i t  r e f e r s  t o  p o s i t i o n  i n  t h e  block.  

Thus, f o r  example, t h e  i n s t r u c t i o n  

42 Acc 

means t h a t  a f t e r  t h e  p o s i t i o n  ( h e r e  2 i n  t h e  i n s t r u c t i o n )  has  been modified by 

B , p lace  t h e  con ten t s  of t h e  a p p r o p r i a t e  p o s i t i o n  of block D i n  t h e  accumulator.  
4 I+ 

The symbols Tc. and Tu r e f e r  t o  c o n d i t i o n a l  and uncond i t i ona l  C, t o  'D 

t r a n s f e r s ,  a c o n d i t i o n a l  t r a n s f e r  be ing  a n  automatic  one dependent upon t h e  

modified addres s  as descr ibed  on page 71. A c o n d i t i o n a l  t r a n s f e r  r e f e r s  t o  t h e  

next  block i n  C whi le  an  uncond i t i ona l  t r a n s f e r  r e f e r s  t o  t h e  block s p e c i f i e d  

by t h e  modified addres s ,  S i m i l a r l y  Sc and Su r e f e r  t o  c o n d i t i o n a l  and uncondi- 

t i o n a l  w r i t e s  from D t o  C. 

The i n s t r u c t i o n s  used i n  t h e  examples have been t h e  fo l lowing  ones. -- 

It i s  expected,  of  course ,  t h a t  t h e r e  w i l l  b e  many o t h e r s .  

1. B-line i n s t r u c t i o n s  

a .  S e t  B. p o s i t i v e l y  o r  n e g a t i v e l y  
1 

b. Add o r  s u b t r a c t  t o  o r  from Bi 

c .  Count Bi 

d.  Jump i f  Bi # 0 o r  i f  Bi = 0 

2. Ari thmetic  i n s t r u c t i o n  

a .  C lea r  add  and s u b t r a c t  

b. Hold add  and s u b t r a c t  

c. ~ ( n )  A 

d.  Add product 



e. C(n) 0' 62, rounded o r  unrounded 

f .  ~ ( A Q )  + ~ ( n )  

g. S h i f t  

h .  S tore ,  rounded o r  unrounded 

3 .  Jump i n s t r u c t i o n s  

a .  Jump i f  c(A) 2 0 o r  i f  C(A)  < 0 

3.28 Programming Examples 

Matrix Mul t ip l i ca t ion  

A s to red  by rows, t h e n  aik i n  ( a  + n i  + k) 

B s to red  by columns, then  b  i n  ( b  + n j  + k )  
k  j 

C s to red  by rows.so C i j  goes t o  C + n i  + j 

Hence 5 ~ ( a  + n i  + k )  ~ ( b  + n j  + k)-c + n i  + j 
k  

then  j + 1 - > j i remains cons tant ,  un les s  ,j = n,  then  0- j i + 1- 5. 

Given i n d i c e s  as bl c '  where a '  begins a t  a ,  b' a t  b, c1 a t  c  and counts  

k - n  B1 

j - n  2 

i - n  B 
3 

4 a  ' 
B 
5 

b 

B6 c1 . 



r -n-B 1 

c l e a r  A& 

60 S t o r e  rounded Sc 

50 Add product Tc 

Count B1, B4' B5 

B - n 3 B  
4 4 

Tu 

Count B2 , B6 

k 

Count I3 3 
jump i f  B # 0 

3 
60 

Evaluat ion of  Polynomial 

n n-i 
~ ( x )  = aix 

i = O  

Can be t r i v i a l l y  a l t e r e d  

t o  do (m x n )  (n  x p ) .  

de f ine  bo = a 0 



Suppose x i n  Acc and ai i n  a + i when a ,  n a re  known 

Store  Acc i n  00 

count B 
3 

00 mult iply 

30 Add T c 

I .  count B1, B 3 

Square Root' 

define al = 1/2 + ~ / 2  

ai+l = (Y/ai - ai)/2 + ai s t o p  a t  k when Y/ak - a > 0.  k - 

I I 
constant  

11 Acc -00 <= entry  

s h i f t  r i g h t  1 

add 1 0  

jump I-- add 

, 02 s t o r e  

02 d iv ide  

02 sub t rac t  

s h i f t  r i g h t  1 

jump i f  A < 0 



I 
Relaxa t ion  

a o 

b o 0 .  o 1/4(hT(a) + N(b) + ~ ( b  + 2)  + M(c))->b + 1 

c o s t o p  a f t e r  doing n. 

40 add 

42 add Tc 

1 50 add T c 

I s h i f t  r i g h t  2 ( s i n g l e  l eng th )  1 4 1  s t o r e  rounded S 
C 

L Count B1, B3, B4, B5 

jump i f  Eil # o 

Relaxat ion:  Ext rapola ted  Liebmann 



1 constant  

count B1, B y  B49 B5 LjUrp i f  B i  j 0 

. . . - n d B  
1 

To Merpe. 2 Sequences of Numbers 

. . 

. . 

. . 

. .  , 

Given k numbers beginning a t  a 

4 3 0  ~ A C C  

40 add 

42 add 

50 add 

s h i f t  r i g h t  2 

4 1  subtrac t  

.OO s t o r e  rounded 

10 mult iply 

00 add 

kl add 

41 s t o r e  rounded Sc 

4 numbers beginning a t  b 

s t o r e  t h e  merged l i s t  beginning a t  c ,  

. . 



jump i f  B = 0 1 

50-.  .rA.cc 

count B1, 

50-Acc < 
60 sub t rac t  

jump if < 0 

70 s t o r e  

count B2, 

jump 



Even assuming that only lumped constant circuits are considered, 

it is at once realized that the question; '%Ihich are the best circuits for 

a computer doing a given job?" has no simple answer. Apart from the tre- 

mendous difficulty of comparing the diversity of circuits satisfying imposed 

conditions, it is not even clear what is meant by "best circuits"- The 

decisive factor may be cost, or size and simplicity (low cost and simplicity 

do not necessarily go %ogether) ; then .the. interest :may be speed and ,most of 

all, perhaps, reliability. Ease of servicing and standardization, too, may 

be on the list. A preliminary statement of the position of the Digital 

Computer Laboratory would be to say that at least for the arithmetic unit 

and the control, the utmost in speed--compatible with a given design philosophy 

and rather severe standards of reliability-has been aimed at, This does 

not imply that complexity and cost were neglected, but here the limitation 

was the rather vague one of being "reasonable". 

In other sections of this chapter the general philosophy of the 

Digital-Computer Laboratory will be discussed, i.e., the reasons for choosing 

"direct-coupled, asynchronous non-saturating transistor circuits1'. It is, 

of course, true that the choice of circuits, design procedure, etc., is 

affected by the past experience of the group. There seem to be, however, 

good arguments in favor of our choice and these will be explained in some 

detail in the following .sections. 

Another introductory remark may not be out of place. It is well 

known that a complete computer can be designed using a single type of basic 

logical element, i .e, , the AND-NOT (~heff er-stroke) element ., Even storage 

elements can be produced from AND-NOT'S, A more common and more flexible 

set is one starting with AND, OR, NOT and a symmetric flipflop of the Eccles- 

Jorda'n or some equivalent design. To the set of basic logical elements, 



one invariably has to add purely electronic elements in the form of power 

amplifiers (drivers), level restorers, etc. In order to obtain maximum 

flexibility and speed, additional logical elements like Schmitt trigger 

flipflops (having only one output), EXCLUSIVE OR'S, and others may be 

introduced. It is also quite possible to choose larger units of circuits, 

i.e., to design a separate circuit for every n-input, m-output box defined 

by a table of corresponding input and output combinations. 

The set of logical elements should often be even more extensive 

than the augmented set just mentioned, containing such new designs as 

C-Elements . These are desirable in order to realize " s p e e d - i n d e m f 1  
circuits in the sense of Chapter 5, i.e., circuits in which information 

flow is not affected by race conditions. It seems especially desirable 

to use this kind of circuitry in the rather complex control proposed for 

the new machine. 

Finally, mention should be made of the fact that the use of binary 

logic is not at all mandatory; some gates, to cite an example, are really 

3-level devices, when we consider the states to be indicated by currents. One 

can pursue this idea of ternary logic and build-elements of the flaw-gating 

type described below. In this kind of circuitry the transmission of informa- 

tion (cog., from orie flipflop to another) is controlled by modifying the 
average potential of a whole flipflop, It turn's out that this leads to a 

considerable economy in hardware. The speed of operation is, however, some- 

what reduced. 

4.2 Asynchronous vs. Synchronous Operation 

Computer circuits are frequently classified according to the type 

of control-sequencing used, In a synchronous computer the elementary opera- 

tions like shifting, adding, etc., occur at fixed intervals in time', the 

moment of occurrence being controlled by a clock. .In an asynchronous computer 

each operation produces an "end-signal" which in turn initiates the next 

operation in a list. If the production of end-signals is not too time-consuming, 



an asynchronous machine will be faster. The duration of individual operations 

varies (even with the numbers processed) and a clocked.synchronous machine 

must be adjusted for the maximum possible duration, - 
There are systems of various degrees of asynchronism ranging.from 

those in which the times of action of a set of circuits are simulated in 

delay devices (i.e., in which the end-signal or reply-back signal is simply 

the previous end-signal delayed by a sufficient amount of time to allow the 

set of circuits to operate), to systems in which th'e operation of each .set 

of circuits is examined by a checking circuit which gives end-signals if and 

only if-the operation has really been performed, 

A special type of completely asynchronous operation is obtained by 

using speed-independent circuits. In this type of circuit, information can 

continue to flow only when all previous elements in the chain have reacted 

to it, Chapter 5 gives the theoryAof interconnecting logical elements in 
such a way that the set is speed-independent. This means that individual 

logical elements too must be designed carefully to meet the conditions of 

speed-independence. In particular, last moving points (see section 4.7) 
should be provided in order to simplify the design procedures. 

- Although the absence of a clock has to be paid for in terms of cir- 

cuitry, it is believed that the advantage in speed outweighs by far the 

additional expenditure. Furthermore, the combination of "asynchronous operation 

and 2-level dc-representation" explained in section 4.4 allows the machine 
to be stopped in any state for as long a Beriod as is desired. Checking its 

operation is reduced to a simple steady-state voltage check of strategic 

points. Also, an asynchronous circuit is probably more reliable, since 

changing time constants cannot influence its operation. 

Finally, it should be mentioned that in a very fast computer the 

time for information to travel from one part of the machine to another will 

compare to the binary operation times of the circuits, Signals are delayed 

by at le'ast 3.3 w s  per meter. In asynchronous circuitry a knowledge of 

this information transit time is not required to assure correct operation. 



4.3 Direct-Coupling vs . AC-Coupling 
Computer circuits can be ac-coupled or dc-coupled. In the first 

case a capacitor or a transformer is used to connect one logical element 

to the next. In the second case only resistive networks are used as coupling 

elements. It should be noted that dc-coupling is only of interest if each 

element is also dc-coupled internally. 

The ~ i ~ i t a l  Computer Laboratory has followed the Institute for 

Advanced Study by working with circuits which are dc-coupled because it is 

believed that circuits of this type have advantages of reliability and 

serviceability without paying any direct price in speed. These circuits 

do require more engineering and possibly more hardware than ac-coupled 

circuits of comparable speed, especially because of drift problems. These, 

however, are by no means as serious in a switching circuit as in linear 

amplifiers . 
Although dc-coupling does not necessarily imply the use of the 

two-level dc-representation explained in the next section, this representation 

certainly seems to be the natural complement of direct-coupling. This is 

especially true when we consider testing a single logical element. A given 

combination of dc-inputs then always corresponds to a predetermined combin- 

ation of dc-outputs. Checking the operation of a logical element or a 

group .of such elements therefore becomes quite simple. 

4.4 Two-Level DC vs,,Pulse .Representation 

The method of representation of binary states by electrical quanti- 

ties (voltages or currents) is another important characteristic of circuits. 

In synchronous ac-coupled circuitry the states are usually represented by 

the presence or absence of a pulse at given times, these times being deter- 

mined by s "clock". In magnetic recording this has been termed "return-to- 

zero" representation. In asynchronous dc-coupled circuitry it is usual to 

represent the binary states 0 and 1 by voltage or current levels, or to be 



more precise, ,by voltage.or current.bands. . This corresponds .to the "non- . - * ,  

return-to-zero" representation of magnetic recordings 
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Figure 40.1 
Representation of binary numbers by voltages: 
a) pulse representation, b) two-voltage-level 
representation. This is drawn for the case of 
minimum sensing time, i.e., the time required 
for sensing the voltage state approaching3 zero. 

The difference between the pulge representation and the two-voltage" 

level representation &y be illustrated with Figure 4,l. The pulse signal 

must be able to go up and down during a clock period. Thus, if a pulse 

.represents a 0 and the absence' of a pulse represents a 1 (the opposite 

convention being possible too), the .waveform would be as shown and the 



duty cycle of the switching element in the case of a sequence of 0's would 

be 1/2. If the two-voltage representation is used, 0 corresponding to the 

lower voltage level, and 1 to the higher one, the signal as shown in b) 

changes from one state, 0, to the other state, 1, in the same time interval. 

Since the voltage excursion in amplitude is the same for the two cases, 

while the excursion time is twice as long for the two-voltage representation, 

the charging current and hence the power switched need be only half as great 

for the two-voltage representation. However, the switching element must 

be capable of being "on" with a duty cycle of 1. Thus, only 1/2 the 

power is available from the switching element in this case compared to the 

pulse system, These simple considerations show that the speed of a circuit 

is to a first order, the same for the two systems just described. 

In practice, the pulse system requires a space between pulses to 

allow for timing tolerance. No space is shown in Figure 4.1 which is a 
limiting case of shortest possible times. In addition, some time is re- 

quired to sense the existence of a signal and this must be added to the 

time tolerance. The two-voltage representation does not have a time 

tolerance requirement, but it does require a sensing time greater than zero. 

If the sensing time required for .each system were the-same, the time for a 

binary information period would be shorter for the two-voltage case by the 

amount of the time tolerance. 

4.5 Transistors vs. Tubes 

As was indicated in the introduction, the aim of the Digital 

Computer Laboratory has been to design the fastest dc-coupled lumped- 

constant circuits, using presently available components. Both vacuum 

tubes and transistors were considered for the triode elements. Circuits 

using transistors appear to be faster than vacuum tube circuits, and the 

circuits to be presented later are based upon the use of graded-base 

transistors, 



To see why transistor circuits are faster than tube circuits one 

can observe that in circuits the total time required to change a circuit 

element from one state to another is due to a circuit time and a device 

operation time. 'I'he circuit time will be considered first. 

In any simple circuit the time of transition from one potential 

.state to another is proportional to the load capacitor size and the potential 

difference between states and inversely proportional to the current charging 

the capacitor, Transistors and vacuum tubes may generally have load 

capacitors of about the same size in an operating circuit: usually 10 to 20 

f The voltage difference between states must be at least the value 

necessary to switch the device: about 0.5 volt for transistors and 5 volts 
for tubes. However, the switching signal must be generated at the collector 

or plate potential respectively, and usually an attenuation exists between 

the point of generation and the switching point. This attenuation and the 

tolerances of the units frequently, and perhaps usually, require the gener- 

ation of a signal about 10 times the switching signal or about 5 volts for 
transistors and 50 volts for tubes. .The currents switched by transistors 

and tubes are about the same: 5 ma, 

One can use the parameters given above to obtain an idea of the 

time necessary for a circuit to ch'ange from one binary state to the other: 

where t.= time 

C .= . load. capacity 

V ..= voltage .swing 

i = charging or switching current 

.k = .  constant close ,to 1 but .in the 
range. 112 --+ 2 depending ,on the 
.complexi.ti.es of .the circuit. 



Circuit time 
for transistors 

Circuit time 
for tubes 

.C = 10 .lo-l2 farad 

V = 5 volts 

i = 5 10'~ ampere 

- 12 C = 10 10 farad 

The device switching speed must be added approximately to the 

above times. For vacuum tubes this is equal to the transit time of the 

electrons from grid to plate, a time of the order of 5 mps. For transistors 

the time for' switching is complicated by many factors. For small signal 

operation the reciprocal of the 3 db down-a-cutoff frequency may be used 

provided the transistor --- is not at 9 -- time in saturation!'). For recent 

graded-base transistors this frequency is more than 200 mc per second and 

hence the tide is less than 5 mps. Thus, the total switching time for a 

transistor circuit would be about 10 + 5 = 15 mps, while the corresponding 

time for a vacuum tube circuit is about 105 ws. 

The elimination of saturation, which is mandatory for high-speed 

operation, as mentioned above, often requires the addition of some circuitry 

as does the fact that the input impedance of transistors, even in the 

grounded emitter configuration, is low at all frequencies. The latter fact 

implies the presence of emitter followers after practically every dc- 

stepdown network. This, together with bumping diodes to re-standardize 

signals, makes for a somewhat greater complexity of the transistor logical 

elements ag compared to those using tubes. 

(1) S. R. Ray: "The Effects of Saturation on the Switching Response of 
Common-Emitter Amplifiers using Diffused-Base Transistors", Digital 
Computer Laboratory File No, 208, January 15, 1957. 



Another problem should also be brought up. The lower power- 

handling capacity of transistors means that the ratio (noise-power)/(switched- 

power) could be higher than that of tubes. Luckily, the average impedance 

of transistor circuits is only about 10% of that for tubes and furthermore, 

the smaller physical size of the active elements makes for shorter leads. 

The noise-power (= average of square of noise voltage/impedance) is, there- 
fore, probably smaller in the same ratio as the power-handling capacities. 

4.6 .Reliability and Feasibility of a-Transistorized As;ynchronous DC-Coupled 
.Machine 

In order to investigate feasibility and reliability questions, a 

model computer using 752 transistors and 498 diodes was built by the Digital 
Computer Laboratory. (2) It operates using 4 words (2 bits fqr the instruc- 
tion add, subtract, multiply, divide; 4 bits for the number to be operated 
on) taken from a nondestructive core memory and processing them in a six- 

3 register (G, QQ, R.R ) arithmetic unit. The circuitry used 1 mc transistors 
3 

(GE 2 ~ 4 3  series and Ti 202 series) in npn-pnp combinations. The tolerances 

on supply voltages were 5% and on resistors 3%. 

The model executed-cycles of four orders, each one referring to 

the last contents of the accumulator and a number stored alongside the 

instruction. . This procedure made it necessary to precede multiplication 

automatically by an A 4  Q shift and to follow (again automatically) each 

division by a Q +A shift. .The 4 words stored in the memo* were always 

chosen in such a way that ,the cycle of four orders brings the accumulator 

A back to its initial state. 

This model machine had many successful runs of several hundred 

hours each. The average lifetime of transistors of the above type, extra- 

polated from the failur'e rate in these runs, turned out to be about 100,000 

hours, as compared to less tEan 20,000 hours for tubes in ILLIACo 

(2) W. J. Poppelbaum, F. M. Lurie, G o  A. Metze: "TRANCE, A Direct-Coupled, 
Asynchronous Computer-Model Using One Microsecond Transistor Circuits", 
Digital Computer Laboratory Report No. 73j December 3, 1956. 



Two points should be mentioned; First, the fact that a given 

transistorized logical circuit may use as many as twice the number of active 

elements the corresponding tube circuit would use, makes a 1:2 ratio of 

tube lifetime / transistor lifetime necessary in order to break even. From 

the quoted figures it is seen that the model was only 2.5 times as reliable 

as a tube'model doing the same job. Second, the cited figures do not refer 

to the presently used GF-45011 transistors (see section 4.12)- Preliminary 

investigations show, however, that the latter type stands up well under 

actual operating conditions. 

4.7 Tolerances, ,Critical Levels and Discrimination Levels 

Figure 402 shows a "single input-output" flipflop. The operation 

will be discussed for the strongly idealized case where both transistors 

have a = 1 and wheresthere is no voltage drop between emitter and base 

when a transistor conducts. Furthermore it will be supposed that the 
I .  

output impedance . . Ro is very small compared to the input impedance. 

Figure 4.2 . 

Single. 1nput -output .Flipf lop 



The f igure  shows the  nomenclature used. -By d e f i n i t i o n  t he  f l i p f l o p  

i s  . i n  t he  0  s t a t e  when t r an s i . s t o r  To ccjnducts 'and i n .  t he  .l . s t a t e  -when.T1 . 

.conducts. . A s  .long as  no, input s igna l s  . a re  impressed tkie . c i r c u i t  ( f o r  .the 

two s t a t e s  . respect ively)  can be redrawn as  . i n  ..F'igure h03 .  . It i s  .very easy 

"0" S t a t e  Ci rcu i t  "1" s t a t e  :Cir.cuit 

Figure 4.3 

Active .Parts  of a Single .Input-Output F l ip f lop  
, 

t o  determine * the  voltage u, v, w a t  the' th ree  "cardinal  -pointsu ,  base of To, 

OUT, and co l l e c to r  of T1 for '  both s t a t e s :  

For . the  
0 s t a t e  



For the 
1 .state 

where 2 is the sum:R1 .+.R +-,R and p is the quotient R ~ / R ~ .  
2' 3 

Consider the output voltage 7 :  in the 1 state it is perfectly 

fixed (at least in the idealized case treated here); for the 0 state how- 
'. ever.,v - can . .  take any value between two limits d'ue to the fact that the ~ 

power supp1i.e~ and resistors vary -- .both from one unit to the next'and in ~ 
time: all circuit parameters.have certain tolerances. If R is .the "design 

center ,value1' of a resistor with' a fractional variation of ''x, in 
. . 

extreme cases R max= :~(1.+ x), R rnin =. ~ ( 1  - x). . In the case E >7 . V  for ' . 
. ., . 

instance 

.. . 
v min = -:E max 3 - R min + .R m.in..+ R max 

1 2 3 

R- min 
v rnax := - E min 3 - R max .+ R max +.-R min 

1 2 .3 

... Suppose~,now.that the .flipflop is -to be .set to a .new state by. , 

applying an input signal .S .through a resistance r (representing :for instance 

the .forward drop in a diode used to transfer the information in .a .gate). If it 

In the 0 state, it will be necessary to apply a signal..S1 -which is .sufficient 
. .R1R3 

to cut :To off: if the circuit has sufficient amplification (i .e. a = - > 1 
2 re  

where r .= .emitter-base resistance), .the fl5pflop will then proceed on iks own 
e 

.toward .the new .state. ..S1 is determined by the conditton that in the..left- 

hand side ofFigure 4.3, u . =  0 .  Similarly the signalso required to set 

.the flipflop.to zero is :determined .by the condition that in the .right- 

hand .side of ..'Figure 4.3,u ..= 0.. . This gives., 



Visibly So # S1 a s .  long a s  r # 0: t h i s  :means t h a t  the  f l i p f l o p  shows hysteres is .  

agai.n the  f a c t  . t h a t  tolerances . a r e  not zero means t h a t  there  a re  bands (S max, 
.l' 

S min) and (S max, So min) i n  which the  input s ignals  necessary t o  t r i gge r  a 
1 0 

f l i p f l o p  must l i e .  Since S1> So under p r ac t i ca l  cond i t i ons , - i t  w i l l  be 

su f f i c i en t  t o  assure t h a t  S 7 . 2 ~ ~  max t o  t r i gge r  t h e  1 - s t a t e  and t h a t  S < B . O  min 

t o  t r i gge r  , the  0 s t a t e .  

To summarize: i n  order t o  assure t r igger ing  i n  a chain of f l i p f lops ,  

t he  output v of each one must swing under the  worst conditions su f f i c i en t ly  

f a r  t o  t r i gge r  t he  next stage.  This corresponds t o  the  following inequal i t ies :  

- - . . - 
v min>_.S1.max (here v m i n = v  = . o )  

v ,max ( .So min. - 

S max w i l l  be cal led t h e  .upper : c r i t i c a l  l eve l  c l  .and .S min .the lower . c r i t i c a l  
1 0 

l e v e l  coo h - i g g e r i n g i s  produced by overswingingthese c r i t i c a l  levels .  

By reasoning i n  a s imi la r  f a s h i o n  discrimination leve ls  d 1 and  do 

could b e  determined such t h a t  a s igna l  i n  the  band (do dl) cannot possibly 

. t r i gge r  ,any f l i p f l o p  of the  g iven . se t .  -Genecalizing.the arguments it i s  - 
seen t h a t  . there  . a re  output bands (f; ,ma?,, v ,min) a "1" and . (v  .- ,pax, 1 min) +"Or' 

a s w e l l a s ~ i n p u t  b a n d s . ( ~ ~  ~ ~ ) . o u t s i d e  ofwhich t r i g g e r i n g i s  achieved with 

probabi l i ty  one and ( d o  dl) ins ide o f w h i c h  no t r igger ing  can occur a t  a l l .  

I f  the  c5rcui t  i.s wel l  designed t h e  .general d isposi t ion of .the .bands i s  . as  

. i n  Figure 4.4. 



Figure 4.4 
Input and Output Levels of a Single Input-Output Flipflop 

4.8 The Last .Moving.Point Philosophx 

,Up to now only the .static behavior of circuits has been considered; 

as soon as rapidly varying signals are taken into account, matters are compli- 

cated by the fact that the purely .resistive divider networks described in 

the last section become combinations of resistances and capacitances, the 

latter being due to the stray capacitance between .elements and between.elements 

and ground. :consider. for .instance a divider of ratio k = R /(R :.+' E . ) as .in ' 

, 
. . 

0 0 .1 

Figure h .  5 
Voltage .Divider ,with Stray Capacity 



Figure  4.5, the  resistor 'Rl having between i t s  ends a c a p a c i t y  el. . Then 

the  output voltage becomes equal t o  the  input voltage .u  .whenever .u :varies'  

f a s t  enough. . I n  .o ther  wordi : . the  dynamic behavior of a f l i p f  l o p  (or any - 

other  c i r c u i t )  i s  d i f f e r en t  from i t s  s t a t i c  behavior. 

.More t r o u b l e . ~ t i l l  . i s  due t o  the  f a c t  t h a t  act ive .  elements . l i k e  

tubes and transistors, .behave i n  .a way d.ifferent from - tha t  from 

s t a t i c  characterist ics 'when they a re  used f o r  rapidly  varying signals.  Take 

a t r ans i s to r  as  i n  Figure 4,6 and -examine what happens. t o  the  .emitter and. 

(3)  (both - t o  the . 'col lector  when the  input changes suddenly .from.ul t o  up, 

being :i'n the  conduction .range). - To do t h i s  t h r e e  things must .be noted: 

(1) As .long .as . the  emit ter  conducts,. there  , i s  apparently present 

a large capa=itance :C between i t .  and . the  .base. 
0 '  

(2)  .When a sudden change occurs i n  the  emitter  current (due t o  

an impressed s igna l )  t h i s  change i s  propagated through the 

base with a ce r t a in  delay. 

('3) , The s t r a y  capacitance .C. between .co l lec tor  and ground absorbs 

a 1arge.amount o f . cu r r en t  and .the co l lec tor  vo l t ageva r i e s  

f a r  .from instantaneously even ahen. the  signa1,has reaclied': 

, t he  .coi lector  junction. 

4 

---- 

a= FIXED ,4&/4Cg//irpGE- OFA 

.Figure 4.6 

Base Delay and .Collector .Rise.. Time i n  a...Transis t o r  

(3)  This hypothesis el iminates d i f f i c u l t i e s  due t o  t he  Miller  e f f e c t  
caused by the  capacitance C1 between co l lec tor  and base. 

-95- 



The influence of these three factors is shown graphically in the figure 

on the preceding page. It is seen in particular that the emitter follows 

the base instantaneously. If the incoming signal varies so rapidly that 

the collector has no time to react before it goes back to its old value, 

the emitter will indicate that the transistor has reacted to the signal whi.le 

in reality the collector has not had the time to follow, 

'Now re-examine the flipflop in the last section. Suppose that, 

while it is in the 1-state ( T ~  conducting) S is suddenly lowered. As soon 

as To starts conducting (i.e. without delay if S varies infinitely fast), 

the output will follow the input. If this flipflop is used to set another 

flipflop,, it may do so before the amplifying action o f  T allows the first 1' 
flipflop to-reach stability, i,e..before it."holds": the new output thus 

does not guarantee the new state. .This of course is serious in asynchronous 

circuitry because the outputs are used to initiate new operations. 

The circuit in Figure 4-.7 avoids (at least to a certain degree) 
the above difficulty by taking the output from a second voltage divider 

which-indicates the new state of the collector of the amplifier rather 

than that of the emitter. Such a point, which by its.new output gives 

Figure 4.7 
Last Moving 'Point Flipflop 



proof (4)  of the new state of a circuit is :termed a. last moving Note 

however that even here there is a:Iffeed through path" due.to the fact that 

.the input 'and the output voltage dividers aretied to the same collector: . 

by designi.ng .these dividers correctly one can however~"decoup1e" 1M.and'OUT 

to such -an extent that the output.never reaches.tkie dangerous.bands of 

.Figure 4.v .by feed-through action alone. 

Note that in a symmetric flipflop, which has complementary sensing 

outputs and complementary inputs, last woving points exist only in a restricted 

sense. A given output terminal is generally a last moving point only for a 

given input and for one direction of signal change. This input and this 

direction of change has to be specified in each case. 

4,9 Characteristic .Times: :Switching'Time and -Operation Time 

.Synchronous circuits are often defined.speedwise by specifying 

.the frequency at which they operateo . I n  multiphase systems this does:not 

mean that the time in which information traverses a given logical-element 

is equal to the reciprocal of this frequency. 

In asynchronous circuits it is obviously impractical to talk about 

a clock frequency. The first idea is to introduce the rise or fall time of 

the signals, but as explained in the last section, this does not take account 

of the delay in the circuit before the signal begins to change. Also, and 

this is of the greatest importance, it is useless even to talk about times 

as long as no 1ast.movi.q .points .have been provided or determined. . Ther'e- 

fore:characteristic,times 'will .only be introduced for last moving ,point 

circuitso ..!his does.not mean that for a non-last mov5ng point circuit 

one cannot, with caution, give a time after which it has reacted to an in- 

coming signal. In this case it will be necessary to talk about the 

"estimated reaction time". 

,The first:imp~rtant.characteristi.c time is the switching.time of 

.a cir'cuit. . This is the time .which elapses .between the moment when an 

(4) It can be argued whether this proof is sufficient: it seems extremely 
difficult to design elements the last moving point of which indicates 
positively that the new state has been-reached?. 



inpu t  s i gna l  i n  the  form of a s t ep  funct ion (and coming from a zero impedance 

generator)  reaches the  c r i t i c a l  l eve l , (5 )  and t he  moment when the  output 

s i g n a l  has gone as f a r  a s  t h e  c r i t i c a l  l e v e l  (of the  following c i r c u i t )  

t a j a r d  i t s  new binary value. By the  l a s t  sec t ion  t h i s  guarantees switching ' 

of the  next storage element. 

.The operation time i s  the second important cha r ac t e r i s t i c  time. 

This i s  t he  time which elapses between the  moment when an input s i gna l  with 

t he  r i s e  time cha rac t e r i s t i c  of the  type of c i r c u i t  used (and coming from a 

generator of non-zero impedance i n  the  form of p rec i se ly  such a c i r c u i t )  

reaches the  c r i t i c a l  l eve l ,  and the,moment when the  output s i gna l  has gone 

as  f a r  a s  t he  c r i t i c a l  - l e v e l  toward k t s  new binary value. 

To c l a r i f y  the  important notion of opera.tion time, the  case of a 

p a r t i c u l a r  c i r c u i t  w i l l  be discussed. Assume t h a t  the re  i s  a s e t  of 

absolute ly  i d e n t i c a l  l a s t  moving point  f l i p f l o p s ,  each one having i d e n t i c a l  

output  l eve l s  and _v and each one requir ing t r igger ing  s igna l s  S and S 1 0 
respec t ive ly  ( t h i s  corresponds t o  making c = S and co = 

l = d l  1 do = So i n  

Figure 4.4; t he  discrimination l eve l s  w i l l  t he re fore  be ca l l ed  S1 and so ) .  

Consider how the  output of one of these  f l i p f l o p s  r e ac t s  when i t s  input 

goes from _v t o  7. Figure 4.8 gives t he  timing diagrams. It i s  seen t h a t  

t h e  operat ion time i s  the  t o t a l  time which elapses between the  moment when 

t he  input  starts t o  change (with a slope equal  t o  t h a t  which a t y p i c a l  

co l l e c to r  gives when the  input has p rec i se ly  t h i s  s lope)  and when the  out- 

pu t  reaches t he  value S1 necessary t o  t r i g g e r  another s tage ,  This time i s  

composed of a "base delay" and a percentage of the  co l l e c to r  r i s e  time. 

Note t h a t ,  thus defined the  operation time var ies  from one s e t  of i den t i c a l  

c i r c u i t s  t o  another ( d i f f e r en t )  s e t ;  it a l s o  can depend on the  sense of the  

s i g n a l  change, i .e .  the  0 4 1  operation time i s  not necessar i ly  equal t o  

Zhe 1 - 4 0  operation time. For a given c i r c u i t  design involving to lerances  

it i s  usual  t o  quote the  average operation time f o r  both ways, obtained 

by connecting a number n of f l i p f l o p s  i n  a loop closed by a NOT c i r c u i t ;  

t h e  period T of the  o sc i l l a t i ons  s e t t i n g  i n  i s  then 2 n Z +  22'  where T' i s  

t he  average operation time of the  NOT c i r c u i t .  I f  t he  l a t t e r  i s  unknown, 

. ( 5 )  ,The " c r i t i c a l  . level" has been defined f o r  f l i p f l o p s  i n  the  preceding 
.section.  ,For o ther  .elements it i s  defined as t he  l e v e l  which' tu rns  
over a f l i p f l op ' f o l l owing  t h i s  element. 



Figure 4.8 

Behavior of LMP and Make-up of Operation.Time 



we can measure 2(n+l)C+ 2Tf by adding one more flipflop and finding T by 

subtraction. 

It should be remarked that the advantages of the average operation 

time are: (1) it refers to a circuit running under non-idealized conditions 

(i.e, not driven by a zero-impedance generator with zero rise-time), (2) it 

is an additive property for all circuits having the same output swing and 

the same discrimination levels (supposing that input impedances are high); 

4,10  low-  at in^ 
. . 

In some of the .newer .circuit designs a new principle of information 

transfer is used which will be called "flow-gating" for short.. The fundamental 

idea involved will be explained in a simple case. Consider a Schmitt trigger 

circuit using a single-supply voltage only. .The input and output of such.a 

circuit. (which'can be in eikher one of its states) can then exist at voltage 

1evels.which depend- linearly on the supply voltage, In order to gate from 

one such circuit to another, a simple diode connection i.s used and the 

average potential of the two circuits is made different -in such a way-that 

information flows through the diodes, It turns out that the clear.ing, which 

has to precede the setting,. can be accomplished automatically .in .*he process 

of changing .the average potential. .Since information is gated by making it 

flow down a potential grad5ent (created by a gate signal which -controls the 

supply voltage), the system is. called "f low-gating", 

Figure 4.9 gives the circuit diagram of the device. 

The theory is as follows, For a fixed -E, T acts like a grounded- 0 
base amplifier (base return voltage = -ER5 / (R4 + R?) if a = 1) and T1 acts 

like an emitter follower, The fact that the output signal is taken from the 

collector of an emitter follower does not impair its function in the flip- 

flop, Note that OUT is in phase with the base of To which is used as a 

triggering point. It is seen therefore that T and T1 together act like a 0 
Schmitt trigger. The base of T1 is tied to a bias -uo through a diode and 

the circuit values are chosen in such a way that OUT is above -uO in the 

1 state and below in the 0 state, (~ote that the left-hand diode does not 

conduct as long as the supply voltage is -E. ) 



Figure 4.9 

Layout of a .Flow-Gating 'Flipf lop 

Suppose now t h a t  we connect several  f l i p f lops  of the kind jus t  

described i n  a l i nea r  chain (see Figure &.lo) ,  using diodes with t h e i r  

cathodes t i e d  t o  I N .  .As long as the  three  supply voltages -El, -E2 and 

Figure 4.10 

Gating with a Flow-Gating Fl ipf lop 
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.-E are equal to their .normal value -E, the output is so much.more negative 
3 

(both in the 0 state and in the 1 .state') that all diodes are ,cut off allowing 

.each flipflop to .retain its state uninfluenced by neighboring units. 

Now lower the supply of -FF from -E to -Ef.. This is certainly 2 
not going to influence FF1 to the left since the connecting diode is cut 

off by an even greater margin than before. IN2, however., will become more 

and more negative in this process .and the moment will come (this depends 

on the judicious choice of, -Ef ) when its .average value (determined .by 

-Ef, R4 and R ) is equal to -u the bias appliedto the opposite base 
.5 0 ' 

through .a diode. AS mentioned before, circuit values are chosen. such 

that -OUT is above -uo in the 1 .state, and .below in the 0 state for a 

supply voltage -E. . This means -that if .OUT indicates a 1, T is .switched 
3 0 

off, while if it indicates a 0, the bias diode switches Tl off ( e  , T o  on.). 
Once this operation is accomplished, the supply voltage is brought back to 

its normal value, -E. One can easily verify .that during this transition, 

the state impressed at.-E' is.conserved and thus."trappedV when all supply 

voltages .are equal .again, 

It turns out that the collector supply of T1 need not be tied 

to -E, This not only diminishes the current requirements for gating by 

a considerable factor, but also al1ows.u~ to control the gating.out - of a 
flipflop without modifying .the supply voltage ,of the flipflop to be gated 

into. It can also be shown that by introducing a bumping diode into the 

collector of. TI, we can have a constant output from a f lipf lop (whether 
it is in' the 0 or the 1 .state) independently of whether. it is. being gated 

into or whether it is in its nomal.supply-voltage range. 

The.'propepty described in the last section permits .the use of flow- 

gating f lipf lops in some interesting arrangements, "Figure 4,11 shows a possible 

realization of a binary counter stage. It coii,n,t.s individual.up-and-down Ee-  

quences. . The idea is .to store in four flipflopsp connected .in a.ring, .the 

pattern 0011. The supplies of opposite f lipf lops are .t5ed together, .and .a .NOT 

circuit feeds one of the supply.busses, the.other.one.being:connected directly 



. . . .  . , . .. . . . . . . .. , . . , ... . . . .  . . . 

t o  the  counter input (except f o r  :some amplification) , For .'each 0 - 1 .- 0 , . 

change a t ' t h e  input, the  0011 pa t te rn  is shifte.d. , c y c ~ i ' c a ~ l Y e  Looking . a t  any 

one of . the f l i p f l o p  outputs, we obtain .thus 'one 0 - .I .-  -0 .change f'or'.two . . 

0 - 1 - .0 changes : a t  the  input . t o  the  counter. 
. , 

. . . . . . 

Figure 4.11 

A Flow-Gating Binary Counter 'Stage 



4.11 Principles of Circuit Analysis and Synthesis 
. . .  

In .section 4.7 it was seen that sati.sfactory. circuit operation 
.demands that c'ertain inequalities between functions of,circuit parameters 

(supply voltages, resistors, tran~.~stor parameters) be ,satisfied under 

"worst case" conditions. In general, these inequalities are quite ,cumber- 

some to handle, especially when nonlinear relationships occur: .emitter- 

base voltage as a function of .emitter current, or'a.as a function of 

emitter current (if this is .high) are examples of nonlinear relationships. 

The procedure of finding .a successful circuit requires that the calculation 

be made many .times, Under.these circumstances machine calculation .by Illiac 

is most useful and a certain number of have been written to 

this end (problem Specifications 819, 982,. 879, 928 and 1087 -- see . 

~ppendix) . 
The input 'parameters which the routines use in their calculations 

are those over which the designer has some control, .Direct control is 

available over resistor values (7), power supply voltages, and load current. 
Direct control is also available to the designer over transistor character- 

istics and power supply and resistor tolerances, but only over a limited 

range of variation, this range being determined by currently available 

hardware, Voltage drop values are also entered as input parameters since 

these are specified after the type of diode or transistor is decided upon. 

There must be enough input parameters to completely specify the circuit, 

however, since these routines are analytic programs. 

It should be mentioned that a11 five programs calculate.only.the 

static .dc conditions existing in a circuit. Going beyond this would .mean 

a considerably longerprogram and would also necessitate a ,very detailed 

study of high-frequency transistor behavior. ,Therefore, the pulse .response 

of a circuit is mostly studied on.an experimental basis. 

(6) G o  He Leichner: "Designing Computer Circuits with a Computer", 
Journal of the A,C.M., April, 1957. 

(7) .Except th'at sometimes the'.standard R E W  values have .to be respected, 



Evidently; the . analytic programs :mentioned. should be supplemented 

by synthesizing programs. This. would allow the reduction of the number of ' 

input parameters to tkie minimum dictated .by the choice of hardwarc. There 

. w6uld then follow a search for an optimum solution within the remaining 

parameter.space: . The question, "What is the optimum solution?" is answered 

as follows: ..Let there by M circuit parameters p (i = :l, . .,?,M) ;representing i 
resistances, transistor alphas etc. The .sat.isf$ctory oper'ation can then be 

. . 

expressed by inequalities between certain functions of the p 'so F. being i J 
.'nume?idal constants;. it .is .always possible to write, these :circuit inequalities . 

in the form F. 2 f .(... pi ...) (Fj fixed, j = 1, ..., N). Note that N 
J J 

and M are generally of the same order of magnitude. To these inequalities 

one can add .a small number' of inequalities (identical in .principle) with 

variable left-hand sides,.the. parameters being called Gk and:.the corresponding 

g ' s .having., the property that they shou.ld. .be maiimtzed (or minimized: this k 
reduces to the former case). An example is. the supply voltage swing in .flow- 

gating. This gives the system Gk 2 gk(. . . pi . . .) (% variable, 
k = 1, n )  Note that in general N > > no 

Let a. be the best commercially-available tolerance on pi and A 
1 

a "quality parameter" which should be maximized for the optimum circuit and 

which.multiplies all tolerances. -Operationally, .this means that we search ., 

for the set pi ' which makes. h maximum in 

Gk 2 gk(oeo piv 2 pif i 1 o o e ) 9  

the signs being chosen in each case in such a way that f or gk increases. 
j 

It is then evident that hmax found in the above process is a 

function of all qkvs. -If Amax < 1 over the whole range of admissible Gk9s, 
no solution exists: even the best components do not guarantee satisfactory 

operation under all '-drift . conditions. -otherwise, in 'view of :the small value 

Of Q, i t  is easy to decide at the e n d  which set of the %'s -(with .Ama 2 '1) . ' 

satisfies .best .given .engineering requirements. . , 



Steps .in the direction mentioned have.been taken in .some.cal- 

culations, e.g., the."flow-gating" flipflop discussed in .the last section. 

.The above method was, however, only approximated by working'with a relax- 

ation net and by linearizing all inequalities. 

4.12 Component .Specifications 

,The choice of components was made after .considerable search, 

especially in regard to diodes and transistors. .The.most promising.triode 

transistor appears to be the Western Electric GF-45011. .This .transistor, 

a dri.ft type in which the necessary graded-base is obtained by a diffusion 

process, was designed.to meet switching,.circuit requirements.suggested in 

part by .the:Digital Computer Laboratory. .All .elements are.conaiderably 

derated,in the circuits. 

Resistors: any commercially available 1% deposited carbon resistors 

offering good aging and temperature stability. Derating : 50% for power, 

a factor of 3 for tolerance (i.e., it is assumed that these resistors are 

at all times within 3% of their nominal value). 

Power. Supplies: short and .long time stability .better than .l$ for 

al.1 line and .load variations. . Derating : .a .factor of 3 for tolerance 

,(i.e., the supply is assumed to .be at all times wi.thin. 3% of the nominal 

voltage). 

Transistors : . Western Electric, type GF-45011. 

'EB 
forward ( I ~  = 10 ma, V := -4v) 0.4 + 0.1~ 

C - _  

VEB reverse (I = .-lo0 pa, col.lector .open) , greater .than:.h .O,.volts e 

'CB - 
reverse (I .=..-I00 pa, emitter open) ..c . greater than 25 volts 

hfe '~e. = :10 ma, V = ,-10v; f . =  ,100 mc), greater than 7.2 db 
,. c 

current gain, gcounaed emitter 

r f  (I = 10ma, Vc = .-10v, f = 2 5 0  ,mc) .. Less . than 100 .ohms 
b - e  



% (fe := 10 ma9-. V =.:-4v) greater. than 0.95 
, c 

C C  (vC = . -10~) (measured without 'header) . less:than 2.0 'ppf 

Collector .dissipation$ 25' C greater .than ?00 mw 

Derating: .Collector dissipation at 25' C assumed to be less than 150 mw 

...%c assumed between .,93 and -1.00 for a first class of. circuits, 
%C assumed between . -98 and 1.00 for a second :class. 'The 

.emitter-base jdnction .dissipation is .held .to .about 10 .mw. 

~iodks : : Qutrofiics, types Q5-250 and ~10-600. 

: 1. Static .cliaracteristics : 

a) .For a .current of 5 .milliamperes in :the forward direction, 
.tKe voltage across the.diode shall.be 0.35,+,0.02 volt. 

b). For a .current of 10 milliamperes in. the forward .direction, 

the voltage across. the diode shall. be 0.40 5 ,0.025 volt. 

c) .For a current of 100 microamperes in the reverse direction, 

the voltage across the diode shall be greater than 5 volts. 

2. Transient .characteristics: 

a) From being initially biased 5 volts in the reverse direction, 
each diode shall switch so as to conduct 10 milliamperes in 

the forward direction in not more than 15 second. The 

circuit resistance for this test shall be 100 ohms, 

b) From initially conducting 10 milliamperes in the forward 

direction, the diode shall be switched so that it is biased 

5 volts in the reverse direction. In not more than 10 

seconds after switching to the specified reverse bias, the 

current in the reverse direction shall not exceed 1,5 milli- 

amperes. Within 80 seconds after switching, .the 

current shall be less than 250,'microamperes, and within 

200 " seconds the current chall be less than 120 micro- 

amperes. The circuit resistance for this-test shall be 200 ohms. 



3. .Each diode.shal1 be capable of dissipating 100 milliwatts at an 
0 

an ambient temperature of 25 C, 

4. The shunt capacity of each diode, when measured wit'h a reverse 

bias of 3 volts, shall not exceed 0.5 micromicrofarad, 

5 ,  The physical dimensions of each diode shall be 0.25 - + 0.05 inch 
in length, exclusive of leads, and shall be.approximately 0.1 

inch in diameter. 

6. .Each diode shall be he'rmeticall~ sealed. 

Derating: None, 

Specifications for type ~10-600: 

1. Static characteristics: 

a) For a current of 5 milliamperes .in the forward direction, 
the voltage across the diode shall be 0.37.+ 0.025 volt. - 

b) For a current of 10 milliamperes in the forwar& direction, 

the voltage across the diode shall .be' 0.42 - + 0.03 volt. 

c) For a current of 100 microamperes in the .reverse direction, 

the voltage across the diode shall be greater than 10 volts, 

2. .Transient characteristics: 

a) From being initially biased 5 volts in the reverse direction, 

each diode shall switch so as to conduct 10 milliamperes in 

the forward direction in not more than 15 second. The 

circuit resistance for this test shall be 100 ohms. 

b) From initially conducting 10 milliamperes in the forward 

direction, the diode shall be switched so that it is biased 

5 volts in the reverse direction. In.not more than 10 

second. after switching'.to the specified reverse b$as, the 

current .in the reverse direction.shal1 not exceed 2~.milli- 

amperes. Within 80 second after switching, the 

current shall. be less' than ,600 .microarhperes,. and within 

200 second the current shall be less. than 120 micro- 

.amperes. . The circuit 'resistance for this .test shall be 

.2000 ohms. 
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3. ,Each diode shall be capable of dissipating 100 milliwatts at an 
0 

ambient temperature of 25 C. 

.he The shunt.capacity of each diode, when measured with a reverse bias 
of 3 volts, shall not exceed 0.5 micromicrofarad. 

5.  -:?'he. physical .dimensions of each .diode shall be 0..25 +, .0,05 inch in . - 
length,. excl.usive .of leads,.. and s+all be approximately .0,1 inch .in 

diameter. 

6. -Each diode shall be hermetically sealed, 

. Deratinq : None. 

,4.13 .General Remarks about the. :Next .Sections 

In the next eleven sections some of the circuits which could be 

incorporated in a new very high-speed computer.wil1 be shown by way of 

example. It is by no means certain that these circuits will not be improved 

in the near future, either by using transistors satisfying tighter 

specifications or by incorporating into the'm certain features which will 

possibly improve their performance. In this line one could think of gating 

into flipflops of the Eccles-Jordan type by essentially flow-gating 

principles. Another possiibility,, successfully tried recently, is the 

replacement of the Eccles-Jordan flipflop by what amounts to the "back-to- 

back" combination of ..Schmit-L.:t.riggerf s (the emitters :and bases 'of. the , 

amplifiers being cross-coupled) , 

.It should be noted that efforts have been made to find resistor 

values available as RETMA standard values, 

For convenience sake, the use of positive logic will be assumed; 

i.e. nominally 

ltln corresponds to +1,6v 

IIOI~ corresponds to -1.6~. 



Note that these voltages are measured at.the output of emitter-followers . . 
in most cases. The bumps are -2.0~ and +1.2v to take account of the 

I 
(average) emitter-base drop of .4v. 

The ordering principle for the rest of this chapter is the tolerance 

of circuits. If no complete tolerance analysis has been made, the circuit is 

automatically relegated to a later section. Four~classes of circuits .can be 

distinguished: 

. Class . 1: . Designed according to .section 4,ll .and using the .component 

specificatioris of 4.12. 

.Class .2:.  .Designed according to section 4,11, but using tighter 

specifications: .98 I % s 1.00 and s resistor.tolerance 
of 2% only. .Nan-standard output levels. 

Class 3: Designed by procedures similar to those of section 4.11 

but not quite as exact; in particular no table of emitter- 

base drops was stored with the program. Component specgfica- 

tions of 4.12, except for resistors, which have only 2% 

tolerance. 

.C'lass 4: Designed by diverse procedure-s of .varying. exactitude, . The 

,component specifications are those of Class 2. 

4.14 NOT Circuit (class 1) 

As Figure 4,12 shows, the NOT circuit is a constant-current-emitter 

inverter with a diode clamp holding the emitter down in order to allow 

switching. A bumped stepdown network dlives an output emitter-follower. 

For the nominal signals, the input current does not exceed 1 ma; the maxi- 

mum output current is 3 ma, A collector bump prevents saturation. 

The figure also quotes the-more exact relationship between voltages 

and currents for both the input and for the output, since the circuit can 

work satisfactorily with non-nominal inputs. This leads incidentally to 

the use of NOT circuits as LEVEL RESTORERS when inversion can be tolerated. 



Figure 4.12 

15 Millimicrosecond NOT Circui t  

A l l  r e s i s t o r s  .and parer supply voltages within - + ,3$ of nominal 

-93 c_ .% ' 1.0 

Maximum Input Current: . Ii = . - .829 + -033 Vi Vi .L .- 5v 

I i .Undefined - .5 5 V i  5 +.41v 

I i %  0 vi 2 +.41v 

Output Voltage : -2.08 - < ,U ? - 1.63~ Input . "Zero" a t  IL .= 3 'ma 
+1.51 - < U - < .+2.02v Input "One" 

.u < - 1 . 5 ~  - .  
Input Zero a t  IL = . 5  ma 

Input Voltage : -2.5 2 .Vi 5 -05v "Zero" '. (~os i : t ive . .Logic )  

+.41 - c .Vi 5.+2.5v "One " (PO& t i v e  :Logic ) 

Operation .Time : < 15 WS 



4 l Level Restorer (class 1) 

The c i r cu i t  i n  Figure 4.13 is  essent ial ly  the one described i n  

the  l a s t  section. Here, however, the inverter i s  replaced by a (non- 

inverting) grounded-base amplifier and t h i s  i n  tkrn necessitates the  

input emitter-follower. Note tha t  no diode has . to  be used i,n the emitter 

of Transistor T 
1 ' 

The comments and notes of the  l a s t  section concerning currents 

and voltages apply equally weli t o  the c i r cu i t  under consideration. 

+ S V  tZdv  

Figure 4.13 

15 Millimicrosecond Level Restorer 

A l l  r e s i s to r s  and power supply voltages within -k. % of nominal. - 

~aximum input current: I. = - .868 + -0,342 vi Vi, 5 - .5v 1 

Undefined 
Ii - .5 < v. < '+ .5v - 1 - 
If= 0 v. .< + .5v 

1 - 
Output Voltage : -2 .08 < u < - 1 . 6 3 ~  - - Input "One " a t  IL = 3 ma 

+ l . ? l  - < u < - + 1 . 9 7 ~  Input "Zero" 

u < - 1 . 5 ~  - Input "One" a t  IL = 5 m a  

Input Voltage : - 2 . 5 ~  - < Vi < - --5v "Zero" , (posit ive Logic) 

+.5 < v. < + 2 . 5 ~  - 1 - "One" (positive Logic) 

Operation Time: < 1 5  mlLS 



4.16 .OR Circuit (class 1) 

The OR circuit of Figure 4.14 is a (triple) diode OR for positive 
logic, each diode being driven..by a separate ,emitter-follower. Note that 

there 5s- one."output-determining" transistor: the one corresponding:to.the 

most positive .input. 

.In .designing .an .OR circuit,. it is important .to consider. the dc 

level -change or:"deviati.on" which a signal suffers .in its .transfer from 

input .to .outp.ut. . : The . :signal .to be. . considered . is .precisely .the one .which 

determines the output voltage. A very meaningful measure of this deviation 

is the number of similar circuits allowed in cascade. The table below 

presents a compilation of input voltages, deviation and output voltage for 

. each -successive .stage. in a -chain 'of OR circuits. . The first stage is assumed 

to be .driven by a slightly de'generated signal of. -1,500~. coming from a -.level- 

restorer .or. a .NOT circuit. . Since a .NOT circuit can restore .a negative 

signal .which .is only .-0.55~~. it is seen that .5 ' OR1 s :can .be, cascaded before 
going into another NOT' or a .level-restorer. ,Note .that the emitter-base 

.dk;ops and the diode -drops .cancel more .or 'less :under average .conditions. 

.Table for Cascaded OR Circuits 

Stage Input Max. Deviation Output 

4 -0.979 e 168 -0.811 

5 .-0.811 .165 .-0.646 

'.This .shows: that for negative .swings, 5 .ORf s :can .be cascaded. ' .For posit'ive 

 swing^.^ conditions ?.re . s.ri,m,;.lar, 



Figure 4.14 

5 Millimicrosecond OR Circuit 

All resistors and. power supply voltages within .3$ of nominal, 

.93 5 .% i.1'0 

Maximum 'Input Current .to .Output-Determining 'Trans istor : 

'output Voltage : Max. Values : U = +. 101 + .0983 Vi + .026 IL 

- Min. Values : . U = - 0076 + -99 Vi + .013 IL 

For -2 < - Vi < - .2v and 0 < - .IL < - .3 ma with IL in milliamperes. 

.Maximum Input Current to Non-Output-Determining .Transistor: 

.Total number of circuits allowed .in cascade (each driving +2 ma,load,. 

standardi,zed . . initial .input) : '5 

Operation .Time : < 5 mps 



4.17 APSD Circuit (class 1) 

The AND circuit of Figure 4.15 is straightforward since pnp 
transistors are used. Note however the voltage divider in the output 

which compensates for the average emitter-base drop. Here again there 

is an "output-determining" transistor: the one corresponding to the most 

,negative input. Cascading questions can be treated in a way similar to 

that of the last section. C 

Figure 4.15". 

5 Millimicrosecond AND .C'ircuit 
(POS it ive . ~ogic ) 

All .resistors and power. supply voltages .within . - .+ .3$ of nominal. 

Maximum .Input current .to Output-Determining .Trans is tor : 

Output Voltage: Max.Values: u = +;031 + 0969 vi + .066.1~ 
Min. Values.: U = - - .I73 + -978 Vi + a 057 .IL 
'For .-2 < V. < +2v and 0 5 ,IL 5 .3 ma with .% in milli.amperes . - .  1 - 

,Total .number ,of.. circuits. allowed .in cascade (each driving .+2 .ma load, 

standardized init5al .input ) : . 5 



4.18 Flow-Gating Flipf lop (class ,2 ) 

The design principles of this type.of circuit having.been d%scussed 

at length in section 4.10, very few comments will .suffice. The first one is 

to draw attention to the fact that resistors have to be of the 2% variety 

and that .98 5 %c < 1; the second . one . is that two non-standard diodes are 

used, the type .number .being GA~-100 (~ughes ) . ..These diodes . can withstand 
higher reverse voltages than the standard Qutronics types. 

\, 

.Note the presence in the output collector of a bumping diode to 

prevent saturation when the supply voltage is at its normal level and 

also to stabilize the output. The latter is -10v or -20v, depending on 

the state, i.e. as designed, the levels are not the standard - + 1.6~ levels. 

Figure 4.16 

. 50 Millimicros.econd Flow-Gating Flipflop 

Power supplies within 3% of nominal value. 

Resis5ors within 2% of nominal value. 

.98 - < .%c - < c . . 

Maximum Input cu&ent': .2.75 ma 

.Minimum .Output Current: 3.75 ma 

Output Voltages: -10v and -20v (nominal). 

Supply and Gating Voltage: -20v (normal) , -45v (gate-in) 
Operation Time : < 50 mps 



4.19 Schmitt Trigger ( ~ l a s s  3) 

Figure 4.17 below gives the  c i r c u i t  values f o r  (a  l a s t  moving point  

Schmitt t r i g g e r  f l i p f lop .  Note the  presence of co l lec tor  bumps, t i e d  t o  

-4v ana a l so  Lhe f a c t  t h a t  the  stepdown network i n  the  regenebative loop 

has a much higher impedance than t h a t  going i n t o  the  output emitter-follower. 

The input i s  t i e d  t o  two separate diodes i n  order t o  be able t o  gate i n  

both direct ions ,  the  average gating current ( for  e i t h e r  case) being about 

2.5 ma. With an output driving capacity of about 5 ma t h i s  gives a fan- 

out of 2 f o r  the  c i r cu i t .  *The operation time i s  approximately 15 mps. 

' .  Figure 4.17 

1 5  Millimicrosecond .SchmJ.tt, Trigger Elipf 1 . 0 ~  

( ~ l l  .diodes are.. Qutronics ~5 -250)  



.4.20 Eccles- Jordan (class 3) . .  , . . 

. . Figure 4.18 gives the.circuit values for .a last..moving point 
Eccles-Jordan flipflop. .Again collector bumps are used,but this time (since , 

there is no longer a grounded-base amplifier in the circuit). supplementary 

.bumps are used at the bases of the.amplifiers and also. from the common.. . 

.emitter to ground: This is necessary ,in order to respect the reverse 

specifications for the emitter-base junctions. Otherwise .the circuit is 

much like two crosscoupled Schmitt-Triggers -- although the stepdown net- 
works are,.much more similar.in impedance; this is possible because double 

.gating eliminates some of the awkward conditions encountered in a single- 

ended flipflop. Gating.currents and output currents are, however, very 

similar to those mentioned in section 4.19 as is .the fan-out of this cir- '. 

cuit (2). The operation time with the direction of gating indicated is 

about 30 mps. 

4.21 . EXCLUSIVE OR (class 4) 

The. principle' of the -EXCLUSIVE OR circuit of Figure 4-19 is well .. 

known: The input.signals are applied to two transistors .with .a common 

collector.load, the bases and emitters being crosscoupled. Then the 

common collector reacts only when unlike signals are received, at least 

as long as the swings applied to T and T are equal. The latter con- 0 1 
dition necessitates the re-standardization of the incoming signals: This 

i.s *achieved by the collector bumps for .T2 and T .Note .that the output 
3 ' 

5s taken from an emitter-f ollower, the dc . stepdown being on the 'emitter 

side . The bircuit operates .with normal ,_+ .1.'6v signals and the operation 
time is about 50 ws. .The fact that one can obtain .an .EXCLUSIVE-OR 

operation by the common AND-NOT-.AND-OR combination in about-20 mps is 

less relevant when the number of transistors and diodes is compared: 

This circuit uses only .5 transistors vs. 8 for:the combination. ,Bowever, 
if the often-required AND,f'unction has to.be.obtained too, the :comb'ination 

i.s probably more.attractive: .its.use has therefore .been.assumed in this 

report. 



Figure 4'.18 

30 Millimicroseconds Eccles-Jordan.Flipflop 

(GATE = +1.2v gating, GATE = -2v non-gating, 

All diodes in collectors are ~10-600, all others Q5-250. 

All , resistors are 1/2 w, %.) 



Figure 4.19 

50 Millimicrosecond EXCLUSIVE OR 

(positive ~ogic) 

. . 
4.22 Driver (class 4) 

The diode gates described 'in the section .on Eccles- Jordan flipf lops 

necessitate large driving currents. Figure 4.20 indicates a driver capable 

of controlling 8 such gates. This driver is composed of a level-restorer 

type preamplifier and a number of emitter-followers, the last two being in 

parallel. .Normal signals are used at.both input and output, i.e. the 

gating voltages of section 4.20 are more than attained. .This driver is 

capable of going up and down in less than 50 mps: This corresponds.to about 

20 mps operation time. 

.Figure 4.21 gives some of the waveforms observed in the gates and 

the flipflops of a shifting register (see section 4.24), the circuits. being 

driven by a two-phase logical oscillator. 



Timing Diagram f o r  the  50 mps Sh i f t i ng  Regi.stec--Pattern 0001 

- 12 1- 



Figure 4.22. shows a possible design for a. C or ?-element. This.;.is, 

by definition, an element described by .the following equilibrium table: 

depending on 

1 ].ast state 

The -C-element differs from a C-element only by having the complemented outputs. 

As can be seen, tkie circuit consists essentially of a.,Schmitt- 

Trigger, controlled by a standardizing .input amplifier. The center-point 

:M between the .collectors is "up" when .both inputs are "down" and vice-versa. 

If the inputs .differ,.M stays at an intermediary voltage such that 

(especially because of ,the "hysteresis"diode combination H) the flipflop , 

part does not react. .The output. shown corresponds to a -function, but Zhe 

,output could also be taken Prom P,with a suitab1e:emitter-follower'and a 

dc-stepdown network.: This would give the C-function. . . 



Figure 4.22 

4.24 Shifting Registers 

For the flipflops.discussed,in this chapter, gating 'facilities 

have been indicated in all cases. However the full extent of the problem 

of transferring information between flipflops has not been covered. This 

section will bring up some aspects of transfer and shifting-in view.of 

obtaining a reasonable estimate of the number of parts involved. TO 

simplify the discussion only the Eccles-Jordan flipflop of section 4.20 

will be considered. 

.'It is easily seen that the changes of state of the circuit .are 

produced by providing a positive signal.at the base of that one of the 

.center transistors which .happens .to be. conducting.. ,For .this purpose a 



positive. voltage is .injected through a diode from either .S or :T (see 

Figure 4.18). . Since positive logic is used,. the properties of the flip-. 

flop as seen from -S 'and T .as inputs are .descri.bed by the following 
. . .  . 

. .equilibrium table: 

0 0 0 
depending .on 

0 1 1 0 last state 

1 1 not allowed 

The diodes going from INl and GATE to S and from IN2 and GATE 

to T are operationally equivalent to a (positive) AWD circuit. .Symbolizing 

the flipflop with S and T as inputs by the usual symbol, the transfer of 

information between two flipflops corresponds to the arrangement of 

Figure 4.23. For obvious reasons this procedure is called "double-gating": 

There are two possible -pa%hs for the transfer of information. Considerations 

will be limited to this system since it is inherently faster than the 
II clearing-and'gating" system in which flipflop 2 is set to the zero state 

(zero side output a 1)- by a clearing signal which precedes the -- conditional 
-- transfer of a one. 

Double .Gating 

- 124- 



Shifting in an asynchronous machine is accomplished by adding to 

the principal register an auxiliary register. The latter is then connected ' 

back to the principal register by AND gates (not shown in. Figure 4.24) 

leading to a flipflop one digit position to the right or one digit position 

.to the left. Figure 4,24 ..shows a .second input for .the flipflops of the 

.auxil:ary register and a second.output from.the flipflops of the principal 

register: These conn'ections are necessary .if the double register is to 

perform any useful function. Each flipflop,therefore necessitates two 

inputs 'and two outputs. 

Figure 4.24 

Shifting Register 

Figure 4.25 shows more explicitly what is contained in the 

dotted box indicated in Figure 4.24. Since information is received 

from two sources,. the flipflop must be preceded by two'OR circuit's.. 

Practically this can be achieved by adding a second diode from the 

terminals of the secona pair of inputs to the bases of the amplifying 

transistors of the Eccles-Jordan flipflop. 



Figure 4025 

Circuitry 'Associated 'with 'One Flipf lop 

It should be noted that the simple diode AND. gates .of.Ffgure 

4.18 are sufficient if not more than two other flipflops are connected 

to any one f lipflop. Otherwise the AND'S of section 4.17 must be used; 
a-"fan-out" of the order of 8 can then be obtained. The use of the 

,standard.transistor AND'S shall be assumed. 

.The,component count for all.circuits associated with 0ne:flip- 

flop using the standard AND'S as gates and the simplified OR'S described 

above is given below. For completeness' sake drivers as described in 

section 4.22 have been added: One such driverrcan take care of 32 AND'S; 

i.e. per flipflop (involving 4 AND'S), 0.125 drivers are needed. 



1 .f lipflop without gates 

4 AND'S 

- .OR diodes 

0.125 driver 

..Total 

Transistors :Diodes .Resistors 

.4 11 13. 

. .. . . .  . . 

..For .a 52-bit :shifting register 104 flipflops with their associated circuitry 

are needed. .This implies the.use of 1313 transistors, 1381 .diodes and ,2730 

resistors. 

It should be mentioned that diode AND'S can be used under the 

circumstances outlined above: This would save 832 transistors but the 

diode count would be increased by the same figure. 

4 -25 . Summary and .Closing Remarks 

,This chapter shows conclusively that it is possible to design 

transistorized.circuitry .for asynchronous dc-coupled operation with operation 

times in the..5 -.50.mps region. -Most of these circuits also satisfy very 

.strict tolerance requ$rements.and therefore guarantee excellent reliability. 

.Some life tests of.units.having up to 48 transistors have been very en- 
couraging, as have some 'experiments concerning noise.sensitivity, 

The' following table gives a .synopsis of the circuits as regards 

the number -of tignsistors,. the number of diodes and the operation .time. 



Circuit 
.qo. of 

'Transistors'. . . 

NOT 2 

Level Restorer 3 
AND .2 

OR 2 

Flow-Gating Flipf lop 2 

Schmitt Trigger 3 

Eccles- Jordan 4 
EXCLUSIVE OR 5 

No. .of 
', . ' 'Di.odes' , 

. . 
Driver .5 3 20 



. . 
" APPENDIX 

As .was mentioned in. section 4.11, a number ,of programs ,have been . ' 

written..which analyze the operation .of cil;cuits . under :given: ;conditions. 

These programs correspond to the following .problem. specifications : 

Problem.'Specification 819 - Verify a non-last-moving-point 
. . 

Schmitt . trigge~ . . 

'Problem Specif i.cation 982 - .Verify a , non- las t-moving-point 

. t 'Eccles- Jordan 

Problem.'Specification 879 - Verify NOT circuit of section 4.14 

:.Problem Specification 928 - Verify OR and AND circuits .of . 

sections -4.16. and 4-17 . 
. , 

. . 

Problem Specificatton ,1087 - .Verify.Flow-Gating Flipflop of 
section 4.18.. 

.As an example of the procedure, some details of Problem Specification 

879 are given below: 

The program requires that the values 'of the circuit components 

and the four values of the input  voltage;^, (corresponding .to the minimum ' 

and maximum values of both of the logical values 0 and 1) be used as 

program input parameters. The program then calculates the output voltage 

and other.quantitles :under."worst case" conditions for each .of the four . . 

circuit input voltages. 



Figure 4.26 

1 ..NOT-:Circuit 

In addition.to .the .above notation,., ,the .following applies: 

~+:i:the maximum positive value of the input voltage, . 
. X 

. s . .. 

4- V := the :miqimum positive .;value .o,f. tbe .input voltage .m 
I .  

- - 
Vm = the.minimum negative value of the input voltage 

:v- . = .the .maximum :negative .value' :of the .input voltage 
X 

. L :a .= . the. minimum .value of 'a .= -. 
,m 'I 

. e 

.ax ..= :the. maximum value of a . , 

a = the fractional tolerance on all power supply voltages 

b .= the fractional tolerance on all resistors 



' I I k  
= tkie,uiaximum value of output l o a d c u r r e n t  

Ico = the  maximum co l l ec to rcu t -o f f  current 

.. 
' ~ m  .= . the minimum ,value. .of ,output load c u r ~ e n t  ' . 

I 

P = - number implies Dl i s  used; + number impl ies .  Dl i s  not used 

Parameter Tape: The following data may be placed on a separate tape and 
+ + - -  

read i n  a f t e r  the main tape: Vx, Vm, Vm9 Vx9 %, R1, R2, Rg, F, -V, E, 

am, ax, a9  bp ICO, ILm, ILxP P9-K. These are  t o  be entered i n  the  order 

l i s t e d  i n  standard f l oa t i ng  decimal notation. ( ~ o t e :  K must be entered 

but may be anything i f  no diode i s  used.) 

Operation: ,The program t a p e . i s  read i n to  the  computer . i n , t h e  standard 

manner. A t  t he  end of t h i s  tape, a black switch s top w i l l  occur. The 

parameter &ape i s  then placed i n  the  reader and the  s top i s  bypassed. 
r 

Output: ,The output information i s  ( i n  add i t i on ' t o  a r ep r in t  of the  para- 

meter t ape) :  

~ ( 1 ) -  ,= most negative output of logical .  "1" 

u(l)+, .= most pos i t ive  output of l o g i c a l .  "1" 

IX(O)- = most negative output o f . log ica l . "O"  

+ u(0)  . = most pos i t ive  output o f .  l og i ca l '  "0" 

VCX =,maximum collector-to-base voltage 

WCX = maximum col lec tor  power d i ss ipa t ion  

I E X  = maximum emitter  current 

DIODE = printed i f  diode i s  employed a t  col lector .  

Notc: Thc diode i~ a~sumed t o  be perfect, 

The equations t o  be solved a re  as  follows: 



Before t he  foregoing equations a re  solved i n  each of the  four cases, 

t h e  various parameters a re  multiplied by tolerance fac tors  corresponding t o  
11 worst case1' conditibns, 

An i t e r a t i v e  procedure i s  employed . t o  solve :equations 1 .and 2 

:since H ~ , - . [ I ~ )  i s a  nonlinear func t ion  which i s  entered i n  tabular  form. 



ASYNCHRONOUS CIRCUITS 

5.1 Introduction 

I n  Chapter 4 some general  remarks.were made con~ern ing  t h e  des i ra -  

b i l i t y  of using asynchronous dc-coupled logic  i n  t h e  construction of t he  

' computer. Here we s h a l l  look more c losely  a t  t he  proper t ies  of asynchronous 

c i r c u i t s  and assess  the i r '  advantages and disadvantages from various stand- 

points .  ' Since it i s  proposed t h a t  t he  computer under discussion be b u i l t  

using the'asynchronous philosophy, it' i s  important t o  determine whether or  

not 'kuch a design i s  ' feas ible  and what i t s  advantages and cost  w i l l  be. It 

i s  fu r ther  proposed t h a t  t h e  behavior of t h e  computer be made independent 

of t he  r e l a t i v e  speeds of i t s  elements whenever t h i s  can be done conveniently, 

and specia l  s c r u t i n i  w i l l  be made of such c i r c u i t s  and t h e i r  As 

was pointed out i n  Chapter 4, one may a t t a ch  spec ia l  importance t o  a design 

which follows these p r inc ip les  when the  c i r c u i t s  under consideration a r e  so 

f a s t  t h a t  ' t h e  time required f o r  information t o  flow from one p a r t  of t he  

computer t o  another i s  comparable t o  t h e  times required by t he  l og i ca l  e l e -  

ments. By designing t h e  computer so t h a t  i t s  behavior i s  independent of 

the  r e l a t i v e  speeds of t h e  elements, one may ignore the  problem of matching 

speeds and synchronizing s ignals  t o  achieve correct  operation, thus separating 

t he  problems of l og i ca l  design and physical  layout.  

Speed and Complexity 

A given computer may be designed from fewer l og i ca l  elements i f  

t h e  synchronous philosophy i s  followed, s ince  one need not include the  addi- 

t i o n a l  elements which a r e  required i n  asynchronous c i r c u i t s  t o  generate 

completion s igna l s  and hold information while it i s  i n  t r a n s i t .  This i s  t rue ,  

i n  general,  s ince  any asynchronous computer could be made t o  work i n  the  syn- 

chronous mode, but  a synchronous computer may contain in to le rab le  "races" i f  

it i s  allowed t o  run asynchronously. Nevertheless, the  s i t ua t i on  i s  not 

e n t i r e l y  one-sided s ince  a synchronous computer must contain t h e  addi t ional  

e lec t ron ic  equipment required by t he  clock and i t s  gates .  



It i s  a l so  t r u e  t h a t  add i t iona l  t-e i s  required by c e r t a i n  asynchronous 

c i r c u i t s  t o  form s igna l s  which ind ica te  the  completion of one operation and which 

i n i t i a t e  t h e  next. A s  was mentioned i n  Chapter 4 such times must be balanced 

against  t h e  t ime which must be wasted by s e t t i n g  t h e  clock period so a s  t o  be 

safe ly  longer than t h e  time taken by t h e  slowest-acting combination i n  a 

synchronous system. The l a t t e r  time, however, i s  l i k e l y  t o  be longer s ince  t h e  

clock frequency must be  adjusted t o  t h e  slowest of a l l  t h e  synchronized operations. 

Thus, depending on t h e  method of synchronizing, a s h i f t  may take  as long a s  an 

addi t ion.  I n  order  t o  avoid such discrepancies it i s  necessary t o  use  multiphase 

clocks and a correspondingly more complicated control .  No matter how complex the 
synchr~nous ; system may be, it w i l l  only approximate t h e  speed of t h e  aeynchrenous 

system, discounting t h e  time tolerances  which a r e  allowed i n  t h e  synchronous 

system and t h e  time t o  generate completion s igna l s  i n  t h e  asynchronous system. 

Time tolerances  i n  a synchronous system depend upon t h e  margin of sa fe ty  which 

one wishes f o r  t h e  system and Tipon t h e  va r i a t i on  of response times which may be 

expected among the  c i r c u i t  elements. I n  t h e  case of t r a n s i s t o r s  t h e  var ia t ion  

~ : ' .  of cha rac t e r i s t i c s  i s  la rge ,  and f o r  t h i s  reason t h e  time tolerances  must be 

taken a s  corre'spondingly large .  An even grea te r  var ia t ion  may be expected among 
I 

... elements which have been aged f o r  some time i n  t h e  computer, and it i s  with 

respect  t o  t h i s  l a t t e r  vdriat.ion t h a t  t h e  time tolerances  must be s e t  f o r  a 

synchronous sy5tem. 

5,3 Design of Asynchronous C i r eu i t s  

.. . Veky powerful methods a r e  known f o r  carrying out  t he  l og i ca l  design of 

synchronous c i r c u i t s .  These methods reduce a l a rge  par t  of t h e  design t o  no 

more than an exercise i n  algebra,  and they permit t h e  design of s i gn i f i c an t l y  

simpler computers than t h e  more empirical methods which a l s o  requ i re  more time 

and e f fo r t  on t h e  par t  of t h e  designer, 

u n t i l  recently,  no s imilar ly  elegant methods were known f o r  designing 

asynchronous com~uters  because t h e  theory of asynchronous c i r c u i t s  was incsm- 

p l e t e ly  developed. . Hence, some computer designers were tempted t b  resor t  t o  

i n f e r i o r  engineering techniques so t h a t  t h e  log ica l  design could be ca r r ied  out  



i n  a straightforward manner. This s i tua t ion  no longer e x i s t s  and systematic 

methods have now been invented i n  connection with the  theory of asynchronous 

c i r c u i t s  which permit t h e  appl icat ion of l og i ca l  design techniques t o  asynchronous 

design which were heretofore used only i n  t he  design of synchronous c i r c u i t s .  

These methods w i l l  be i l l u s t r a t e d  i n  t h e  l a t t e r  pa r t  of t h i s  chapter. It i s  t r u e  

t h a t  t h e  processes a r e  somewhat more complicated, but t h i s  seems a small p r i ce  t o  

pay f o r  t he  engineering advantages which r e s u l t  from using asynchronous c i r c u i t s ,  

I n  any case,  t h e  formal l og i ca l  design of t h e  computer c i r c u i t s  represents a very 

small pa r t  of t h e  work which must be done i n  t h e  over-all  design of the  computer, 

and may be discounted now t h a t  known methods e x i s t  f o r  carrying it out. 

It was thought a t  one time t h a t t h e  s igna l  changes taking place within 

an asynchronous computer must occur i n  a d e f i n i t e  time sequence i f  t h e  behavior 

of t h e  computer was t o  be independent of t h e  r e l a t i v e  speeds of t h e  elements. 

This requirement could only be s a t i s f i e d  by a completely s e r i a l  machine, and t h e  c) 
resu l t ing  slowing of t h e  machine wo~ild be prohibi t ive .  With t h e  development of 

t h e t h e o r y o f  asynchronous c i r c u i t s i t w a s  s h o w n t h a t p a r a l l e l a c t i o n s  could . 

indeed occur i n  asynchronous computers without giving r i s e  t o  undesirable "race" 

conditions among t h e  s igna l s .  Br ief ly ,  t h i s  may be accomplished by having 

l og i ca l  elements wi thin  t h e  c i r c u i t  whose l o g i c a l  proper t ies  a r e  such t h a t  they 

respond only when a l l  of several  incoming s igna l s  appear, thus yie lding a com- 

ple t ion s igna l  indicat ing t h a t  a l l  of several  p a r a l l e l  operations have taken place,  

Not only i s  t he r e  no r e s t r i c t i o n  upon t h e  amount of para l l e l ing  which may be done 

i n  t h i s  way, but one i s  permitted t o  use much more complex para l le l ing  schemes 

than a r e  possible with synchronous c i r c u i t s .  For example, i f  f i v e  operations,  a ,  

b y  c,  d, and e, a r e  required of a c i r c u i t ,  and i f  t h e  completion of a and b a r e  

required f o r  t h e  i n i t i a t i o n  d while only a i s  required f o r  t h e  i n i t i a t i o n  of c ,  

and c and d a r e  required f o r  t h e  i n i t i a t i o n  of e, we may represent t he  require- 

ments by means of an ordering diagram of t h e  type shown belowo 



. . 
, . 

Using recently-developed syn thes i s  techniques f o r  asynchronous c i r c u i t s  . . .  one can 
. 7 

I des ign  a c i r c u i t  which .corresponds t o  t h i s  diagram, and which would permit . c . .  t o  

begin even if t h e  completion of b were delayed. A synchronous c i r c u i t  could nq t  

e a s i l y  be made t o  y i e l d  s i m i l a r  f l e x i b i l i t y ,  f o r  while  a and b could be c a r r i e d  

ou t  simultaneously, t h e  i n i t i a t i o n  of c would no t  occur u n t i l  t h e  next  clock 

pu l se  fo l lowing t h e  completion of both a and b. 

5.4 Location of Malfunctions and t h e i r  Repair 

Many techniques a r e  a v a i l a b l e  f o r  l o c a t i n g  malfunct ions i n  synchronous 

and asynchronous machines. The p a r t i c u l a r  techniques employed usua l ly  depend 

upon t h e  n a t u r e  of t h e  malfunction, and without knowing what s o r t s  of malfunctions 

f-" w i l l  appear most f r equen t ly  i n  t h e  system und-er cons idera t ion ,  one can hardly  
I ., 

a s s e s s  t h e  problem. Experience wi th  t h e  I l l i a c  has  shown t h a t  a malfunction of 

t h e  c .ont ro l  o f t e n  r e s u l t s  i n  t h e  s topping of t h e  computer. When t h i s  occurs  it 

i s  p o s s i b l e  t o  . t r a c e  t h e  t r o u b l e  by merely measuring v o l t a g e  l e v e l s  a t  c r i t i c a l  

po in t s .  It i s  hoped t h a t  i f  t h e  a s p c h r o n o u s  p r i n c i p l e s  a r e  adhered t o  even 

more s t r o n g l y  i n  t h e  new machine, it will be correspondingly e a s i e r  t o  serv ice .  - 

I- 

A f u r t h e r  advantage i n  t h e  l o c a t i o n  of malfunct ions i n  an asynchronous 

computer r e s u l t s  from t h e  f a c t  t h a t  information i s  he ld  i n  f l i p f l o p s ,  A s  a 
1 

r e s u l t ,  it i s  poss ib le  t o  slow down opera t ions  so t h a t  they  may be  observed 

i n d i v i d u a l l y  and t h e  i n d i v i d u a l  g a t e s  may be checked. Such checks a r e  impossible 

i n  t h o s e  synchronous computers where t h e  information i s  c i r c u l a t i n g  a t  high speed 

through t h e  l o g i c a l  elements and i s  l o s t  i f  t h e  clock frequency i s  reduced. 

5.5 R e l i a b i l i t x  

It seems l i k e l y  t h a t  a s  a t r a n s i s t o r  develops f a u l t y  behavior it w i l l  

e x h i b i t  t h i s  by going i n t o  s a t u r a t i o n  dur ing  otherwise normal opera t ion .  Th i s  

would have t h e  e f f e c t  of slowing down t h e  a c t i o n  of  t h e  l o g i c a l  element involved. 

I n  a synchronous c i r c u i t  t h i s  type  of  malfunction would be l i k e l y  t o  cause a n  



e r ro r  i n  computation, but i n  an ?synchronous c i r c u i t  t he  e f f ec t  would.be merely 

t o  slow down the  gperation ,of t h e  conputbr, .prov%ded it i s  , b u i l t  using . . 

. . 

t h e  p r inc ip les  of speed independence which w i l l . b e  explained l a t e r .  Such ., 

slowing of t h e  computer could be detected ,by using checking rout ines  and t h e  

f a u l t  could be located before it caused an incorrect  ca lcula t ion.  

Some of t h e  newer and more elaborate synchronous computers have been 

designed t o  operate cor rec t ly  regardless of how slowly o r  rapidly  t he  clock may 

run. Cer ta inly ,  such computers possess most, i f  not a l l ,  of t h e  advantages of 

an asynchronous mchine.  By t h e  same token, howkver, they a r e  correspondingly 

more complicated and tend t o  require  a s  many add i t iona l  l og i ca l  c i r c u i t s  a s  an 

asynchronous computer. Hence, by el iminating t h e  clock and resor t ing t o  com- 

p l e t e ly  asynchronous operation,. one may ac tua l ly  achieve t h e  same r e su l t s ,  

while.obtaining a f a s t e r  machine with fewer elements. 

5.6 Asynchronous Pr inc ip les  

We now turn  t o  a b r ie f  discussion of t h e  p r inc ip les  of asynchronous 

c i r c u i t  design, i n  which i n t u i t i v e  notions w i l l  be  subst i tu ted f o r  t h e  more 

lengthy rigorous treatment appearing elsewhere. I n  t h i s  theory one must 

make two important approximtions.  F i r s t ,  a l l  s igna l s  a r e  taken a s  assuming 

only d i s c r e t e  values. I n  t h e  binary case t h i s  means t h a t  only t he  two s igna l  

values 0 and 1 a r e  allowed. I n  physical  c i r c u i t s  the  s igna l s  do i n  f a c t ,  

assume any of a continuum of values. Therefore one may make t h e  approximation 

'.by s p l i t t i n g  the  continuum i n t o  two Sands corresponding t o  0 and l., separated 

by a region of indeterminacy, The approximation now cons i s t s  of saying t h a t  

t h e  l og i ca l  behavior of a given element i s  independent of where t h e  incoming 

s ignals  l i e  i n  the  bands, 
' 

1. D, E ,  Muller and W. S. Bartky: "A Theory of Asynchronous Circuits1',  
D ig i t a l  Computer Laboratory Reports Nos. 75 and 78, t o  be published i n  
t he  Proceedings of a Symposium on t he  Theory of Switching, Harvard 
Universi ty Press. 



Second, Me must say t h a t  no v a r i a t i o n s  occur i n  t h e  pos i t ion  of  t h e  

region of indeterminacy which a r e  l a r g e  enough t o  cause two element's t o  i n t e r p r e t  

t h e  same incoming sisgnal  d i f f e r e n t l y ,  t h a t  i s ,  so t h a t  it appears i n  t h e  0 band 

f o r  one element and i n  t h e  1 band f o r  another  element. A l l  s i g n a l s  must a l s o  

be assumed t o  be of s u f f i c i e n t  amplitude t o  pass  through t h e  region of indeter -  

minacy, a s  t h e y  change, and t o  e n t e r  t h e  opposi te  band from which they came 
reaching t h e  region of indeterminacy, 

Although vol tage  to le rances  a r e  important,  no assumptions a r e  made 

concerning speeds, .  Therefore,  we must in'spect a l l  poss ib le  sequences of .  s t a t e s  

which may 'occur.  A ' c i r cu i t  w i ' l l  be s a i d  t o  be  speed-independent i f  t h e '  f i n a l  

condi t ion  of t h e  c i r c u i t  does no t  depend on t h e  r e l a t i v e  speeds of t h e  l o g i c a l  

elements which make it up. This  assumes t h a t  t h e  c i r c u i t  was s t a r t e d  i n  a given 

i n i t i a l  condit ion,  and then allowed t o  run u n t i l  it e i t h e r  stopped o r  entered 

some s o r t  of never-ejlding cycle. I n  terms of computers t h i s  means t h a t . a  speed- 

independent computer w i l l  always produce t h e  same r e s u l t s  and s t o p . i n  t h e  same 

way when fed  a certain.,problem, r ega rd less  of  how t h e ' s p e e d s  of i t s  elements 

' may vary. Speed-independent c i r c u i t s  have p r o p e r t i e s  which a r e  o f '  p a r t i & u l a r  

! 
I 

importance i n  t h e  hesign of r e l i a b l e  asynchronous c i r c u i t s .  For t h i s  reasoh we 
I 

s h a l l  s h i f t  o u r  a t t e n t i o n  from t h e  more genera l  problem of designing asynchronous 

c i r c u i t s  t o  t h e  design o f  speed-independent c i r c u i t s .  The concept of speed- 

independence may be e a s i l y  confused &th checking, It i s  poss ib le  t o  have a 

speed-independent c i r c u i t  which i s  no t  checked and a checked c i r c u i t  which i s  

not speed-independent. For example, one may check t h e  opera t ion  of a given 

c i r c u i t  by dup l i ca t ing  it, element f o r  element, and comparing t h e  r e s u l t i n g  

s i g n a l s  from t h e  two c i r c u i t s  with a t h i r d  c i r c u i t ,  , I f  t h e  s i g n a l s  d isagree  t h e  

t h i r d  c i r c u i t  w i l l  cause t h e  computer t o  s top ,  i n d i c a t i n g  an "er ror"  i n  opera t ion ,  

Th i s  ' "er ror"  may be  due t o  t h e  unusually slow o r  f a s t  a c t i o n  of a c i r c u i t  element, 

' o r  it may be due t o  t h e  ,appearance of  a spurious s igna l .  I f  t h e  former s i t u a t i o n  

e x i s t s  we s e e  t h a t  t h e  c i r c u i t  i s  not a c t i n g  i n  a speed-independent way by ohr 

' previous d e f i n i t i o n  but t h e  "er ror"  w i l l  never the less  be detec ted  so t h a t  t h e  

c i r c u i t  i s  checked.. On t h e  o t h e r  hand, i f  t h e  o r i g i n a l  c i r c u i t  has been made 

speed-independent it would be poss ib le  f o r  a spurious s i g n a l  from some element 

t o  g i v e  r i s e  t o  an i n c o r r e c t  c a l c u l a t i o n  bu t  it could never r e s u l t ' f r o m  a var ia-  

t i o n  i n  t h e  speeds of  t h e  elements. I n  o t h e r  words, unusually f a s t  o r  slow 

a c t i o n  of any of t h e  elements i s  simply not  regarded a s  an error-producing 

malfunction. 



Three techniques a r e  used i n  t h e  design of speed-independent c i r c u i t s .  

These techniques a r e  generally not used independently but together,  t o  give t he  

most e f f ec t i ve  r e su l t s .  They permit t he  design of a c l a s s  of c i r c u i t s  which, 

while speed-independent, i s  s l i g h t l y  more r e s t r i c t e d  i n  character  Lhan t he  

c l a s s  of speed-independent c i r cu i t s .  The c i r c u i t s  i n  t h i s  more r e s t r i c t ed  c l a s s ,  

which we s h a l l  c a l l  semi-modular, have t h e  property t h a t  no element i n  such a 

c i r c u i t  which i s  excited ( t h e  s igna l  which it produces i s  tending t o  change) i s  

ever allowed t o  pass t o  equilibrium unless  t h e  s igna l  produced by t he  element 

ac tua l ly  does change. It can be  shown t h a t  i f  t h i s  condition i s  adhered t o  f o r  

a l l  elements and a l l  poss ible  s t a t e s  of t h e  c i r c u i t ,  then t h e  c i r c u i t  must be 

speed-independent, The r e s t r i c t i o n  t h a t  c i r c u i t s  be semi-modular i s  not  severe 

since it s t i l l  permits t h e  para l l e l ing  of operations taking place within t h e  

c i r c u i t .  A l l  of t h e  e s s e n t i a l  c i r c u i t s  which a r e  required i n  t h e  control  and 

ar i thmet ic  u n i t s  of a computer have been designed by using t h e  t h r ee  techniques 

t o  be described here. Any paral le l ism which i s  possible i n  t h e  operations may 

be re ta ined i n  t h e  semi-modular design, 

An example of a v io la t ion  of semi-modularity i s  shown i n  the  fami l ia r  

f l i p f l o p  ? i r c u i t  o f .  Figure 5,1, This f l i p f l op ,  consis t ing of two AND NOT 

elkrnents, i s  i n  an unstable condition i n  which a l l  s igna l s  appear oh a l l  l i n e s  

. have. t h e  value 1. 
. L 

Figure 5 , 1  ' 

Flipf  lop  



The . f l i p f l op  could have reached this condi.tion i f  bo th  i.ncor11in2 s ignals  were . 

i n i t i a l l y  .0 and i f  both were then changed t o  Z simultat~eously. The outputs':-4 

w i l l  e i t h e r  go t o  t h e  1, 0 o r  0 ,  1 c o n f i y r a t i o h  depending upon which of t h e  , 

AND. NOT element5 a c t s  f irst .  When such a change occurs, t h e  AND NOT element 

which f a i l e d  t o  a c t  w i l l  be brought i n t o  equilibrium and ' t h e  condition of 

semi-modularity w i l l  be violated.  This  c i r c u i t  i s  a l s o  not speed-independent', . 

s ince  e i t h e r  of two f i n a l c o n d i t i o n s  i s  possible dependingupon t h e  r e l a t i v e  . 

speeds of t h e  element s . . . 

5,T Method of Combinina Blocks 

I n  t h e  f i r s t  of t h e  t h r e e  design techniques one makes use  of greviously- 
. .. 

designed c i r c u i t s  and connects them together  t o  form more complex c i r c u i t s .  '13g 

following ce r t a in  ru l e s  it i s  possible t o  r e t a in  t h e  property of semi-modu'larity 

during t h e  interconnection process. 

This method w i l l  be i l l u s t r a t e d  by connecting two c i r c u i t s ,  a sh i f t i ng  
I 

r e g i s t e r  and a counter, t o  form a c i r c u i t  which w i l l  ca r ry  out any given number 

of s h i f t s .  Let us a s s m e  t h a t  t h e  counter contains an element "aH whose s igna l  ' 

chanies from 0 t o  1 t o  0,n times before t h e  c i r c u i t  s tops ,  The count n mayC'be 

made t o  depend on t h e  i n i t i a l  s e t t i n g  of t h 8  counter. The s h i f t i n g  r e g i s t e r  

has an element Itb" which changes from 0 t o  1 t o  0 every time a s h i f t  t akes  

place. However, t h e  s h i f t i n g  r e g i s t e r  i s  so constructed t h a t  t h e  sh i f t i ng  w i l l  

continue i nde f in i t e ly  provided t h e  element " b U ' i s  ab le  t o  continue act ing.  Both 

elements "aJt and Itbtt may, be required t o  feed t h e i r  s igna l s  t o  t he  inputs  of 

o ther  elements i n  t h e i r  respective c i r c u i t s .  .A ' poss ib le  method . f o r  .interconnect- 

ing  t h e  two c i r c u i t s  i s  shown i n  Figure 5.2. I n  t h i s  interconnection one of t h e  . . 

elements, say Itart, i s  made t o  feed a Nm element which i n  t u r n  feeds  a l l  of . ' 

t h e  elements previously fed  by "bn , Element. "b", on t h e ' o t h e r  hand, i s  made 

t o  'feed all of t h e  elements previously f sd by "an.  
. . . . 
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Figure 5.2 

Method f o r  connecting Two Ci rcu i t s  

With t h i s  interconnection t he  counter and t h e  s h i f t i n g  r e g i s t e r  w i l l  a c t  i n  

t u r n , u n t i l  f i n a l l y  when t h e  counter s tops  t h e  ac t ion  of t h e  sh i f t i ng  r e g i s t e r  

w i l l  a l so  be a r res ted .  That such a l t e r n a t e  act ion does, i n  f a c t ,  t ake  place 

may be v e r i f i e d  by t rac ing  t h e  changes i n  t h e  s ignals ,  Let us assume t h a t  

i n i t i a l l y  t h e  elements "a" and NOT have output 1 and t h a t  nbN has output 0. 

Thus, t h e  M O T  element i s  excited and tending t o  produce t h e  output -0, while 

both t h e  counter and sh i f t i ng  r e g i s t e r  a r e  quiescent,  When t h e  NCYT element 

a c t s ,  t h e  s h i f t i n g  r e g i s t e r  w i l l  begin t h e  process of sh i f t i ng  and upon com- 

p le t ion  of t he  f i r s t  pa r t  of t h e  operation, w i l l  cause "b" t o  go t o  1, This 

i n i t i a t e s  a count i n  t h e  counter which responds by dr iving *a" t o  0,  The 

process may now be repeated, interchanging "0"s and nl'ts, re turning u s  t o  t h e  

in i t ia l  configuration. The time required f o r  t h e  combination t o  come t o  r e s t  

w i l l  be equal t o  t he  time taken by t h e  counter previously, p lus  t h e  time f o r  

n s h i f t s ,  p lus  2n operation times of t h e  NOT element. 1f t h e  NUT element i s  

omitted when t h e  c i r c u i t s  a r e  interconnected it i s  impossible t o  achieve t h e  

a l t e r n a t e  ac t ions  of t h e  two c i r c u i t s .  I n  such a case e i t h e r  t h e  s igna l s  from 

!latt and "bw *are  d i f f e r en t  and both c i r c u i t s  a r e  quiescent i nde f in i t e ly ,  o r  

both s igna l s  a r e  t h e  same with t h e  r e s u l t  t h a t  both c i r c u i t s  a r e  tending t o  

change i n  such a way as t o  lead tb behavior which i s  not speed-independent. 



A saving i n  time car1 be achieved by having the  counter and t he  sh i f t i ng  

r e g i s t e r  operate i n  p a r a l l e l  so t h a t  the '  tirnes w i l l  not be s t r i c t l y  add i t ive .  

This requires  a d i f fe ren t  type of interconnection,. and a l s o  t ha t  we postula te  a 
4 

new l og i ca l  element. ' This element, l abe l led  "c" i n  Figure 5.3 can ac tua l l y  be 

constructed from conventional AND, OR, and NOT elements, but we' s h a l l  imagine 

it a s  a s ing le  element having two inputs  and one output. . Elements 'lat8 and "btt 

a r e  connected t o  t h e  inguts  of "c", and "c" i s  used t o  feed a l l  t h e  elements 

which were previously fed by t1a18 and "b". 

Figure 5,3 

Alternative Method of Connection 

The l o g i c a l  proper t ies  of t h e  "ctt element a r e  such t h a t  it w i l l  dupl icate  t h e  

s igna l s  a t  i t s  inputs  provided they agree,  but i f  they disagree it r e t a in s  i t s  

previous s ignal .  I n  t h e  l a t t e r  case. it has what may be called'memory. The 

Boolean expression a b v a c v b c descr ibes  t h e  "c" element's behavior. .With 

t h e  interconnection .of Figure 5.3, t h e  counter and sh i f t i ng  r e g i s t e r  execute 

t h e i r  operations i n  pa ra l l e l .  I f  t h e  counter a c t s  more 'rapidly than t h e  . 

s h i f t i n g  r eg i s t e r ,  then t h e  i n i t i a t i o n  of t h e  next count w i l l  be delayed u n t i l  

t h e  s igna l  from "b" a ppears and t h e  s i gna l  from "c" i s  therefore  caused t o  

.change. If the  s h i f t i n g  r e g i s t e r  a c t s  more rapidly,  then t he  next s h i f t  w i l l  

be delayed u n t i l  t h e  s igna l  from It a" appears. The time taken by t h i s  ' combi- 

nat ion i s  t h e  g rea te r  of t h e  t imes taken by t h e  counter and sh i f t i ng  r e g i s t e r  

p lus  t h e  time taken fob  2n operations of t h e  "c" element, 



Even more complicated in terconnect ion  schemes than  t h e s e  can be 

devised involving two o r  more simple c i r c u i t s  and possessing more e l abora te  

pa ra l l e l - sequen t i a l  r e l a t i o n s  between t h e i r  opera t ions ,  but  t h e  p r i n c i p l e s  a r e  

w e l l  i l l u s t r a t e d  by t h e  'examples given here.  A l l  such techniques preserve  t h e  

proper ty  of semi-modularity and hence a r e  s u i t a b l e  f o r  t h e  design of c i r c u i t s .  

5.8 Method of Simulating Synchronous C i r c u i t s  
. . 

The second technique permits  one t o  design t h e  b a s i c  simple c i r c u i t s  

which c a r r y  o u t  t h e  fundamental opera t ions  requi red  by a computer. These 

ope ra t ions  a r e  f i r s t  described i n  much t h e  same way t h a t  one would desc r ibe  

them i f  one wished t o  design a synchronous computer, t h a t  i s ,  by w r i t i n g  a s e t  

of Boolean equations t o  r ep resen t  t h e  ope ra t ion  i n  quest ion.  

Although t h i s  technique i s  most e f f e c t i v e  i n  t h e  design of c i r c u i t s  

such a s  those  i n  t h e  a r i t h m e t i c  u n i t  which handle information i n  a  p a r a l l e l  

fashion  we t a k e  a s  an  i l l u s t r a t i v e  example t h e  two-stage b inary  counter  c i r c u i t  

which cyc les  through t h e  never  ending sequence 

Simpler speed-independent counting . c i r c u i t s  may be desi-gned .by us ing  o ther , :  

techniques.  ' If we .des ignate  th 'e  f i r s t  and .... second s i g n a l s  of t h e  p a i r : a s  Z and 1 
Z2 r e spec t ive ly ,  we may w r i t e  

to r ep resen t  Z '  and Z i ,  t h e  p a i r  of s i g n a l s  which immediately fo l lows Z1 and 1 

Z2' 
Here t h e  symbol . "  @ I' i n d i c a t e s  EXCLUSIVE OR and z i  i n d i c a t e s  NOT Z;. 

I n  a  synchronous system, we may ob ta in  t h e  c i r c u i t  d i r e c t l y  f rom-equat ions  
. . 

(5.1) by use  of two elements each having u n i t  t ime  de lay  a s  shown' i n  Figure  



Figure 5.4. S~mchronsus Binary Counter 

Th i s  c i r c u i t  may be t r a n s l a t e d  i n t o  a corresponding semi-modular c i r c u i t  by 

means of  t h e  fol lowing systematic process. The r e s u l t  of t h i s  t r a n s l a t i o n  

i s  shown i n  Figure 5.5. 

. . F i r s t ,  in t roduce  two f l i p f l o p s  f o r , e a c h  s i g n a l  present  i n  t h e '  

synchronous c i r c u i t .  One f l i p f l o p  of each p a i r  w i l l  be assumed t o  have t h e  . 
- 

p r o p e r t i e s  of t h e  f l i p f  l o p  of .Figure 4.5. The o ther .  w i l l  be' represented a s  

i t s  d u a l  al though by use of  s u i t a b l y  placed NCfC elements one. may avoid using 

a dua l  f l i p f l o p .  A dual  f l i p f l o p  i s  one i n  which t h e  bas ic  l o g i c a l  desc r ip t ion  ' 

.of t h e  f l i p f l o p  i s  replaced by a dua l  desc r ip t ion .  Thus t h e  dua l  ~f t h e  f l i p -  

f10.p shown i n  Figure 5 .1  would be represented by two OR NUT elements. These 

f l i p f l o p s  serve  t h e  purpose of holding t h e  in fo rna t ion  i n  t h e  s i g n a l s  of t h e  

c i r c u i t  of Figure 5,4, Two are required f o r  each s i g n a l  s ince ,  dur ing  t h e  

.process of ga t ing  i n t o  one f l i p f l o p ,  t h e  information i s  s to red  i n  t h e  .opposi te  

f l i p f l o p .  The f l i p f l o p s  corresponding t o  Z1 a r e  shown on t h e  l e f t  i n  Figure 

5 0 5 ,  while those  corresponding t o  Z2 l i e  on t h e  r i g h t .  

Second, r ep lace  t h e  l o g i c a l  elements of Figure 5.4 by a double wire 
system. Connect t h i s  system between t h e  f i r s t  and second f l i p f 1 6 p s . o f  each 

pair and in t roduce  d i r e c t  connections from t h e  second t o  t h e  f i r s t .  I n  t h e  

.double *re system .two l i n e s  a r e .  used t o  c a r r y  each s i g n a l  :so t h a t  during 



transmission of information one l i n e  w i l l  always be 0 and t h e  other  1. The 

presence of 0 o r  1 on t h e  f i r s t  l i n e  determines a b i t  of information. I n  

order t o  dis t inguish one such b i t  from t h e  next,  we in te r sperse  transmission 

with c lear ing of t h e  l i n e s  which occurs when both l i n e s  a r e  given t h e  same 

s ignal .  It i s  t h i s  requirement of  c lear ing which forces  t h e  use of a double 

wire system s ince t h r ee  possible conditions may ex i s t ,  0, 1 o r  clearing.  The 

double logic  i s  shown ' in  ~ i e u r e  5.5 between t h e  upper and lower f l i p f l ops .  

The two ANDS on t h e  l e f t  and t h e  ORS below then replace t h e  EXCLUSIVE OR of 

Figure 5.4, k h i l e  t h e  NOT of ~ i ~ u r e  5.4 i s  replaced by t h e  crossed, wires 

centered between t h e  two f l i p f l o p s  i n  which t h e  double wire s ignals  of Z2 a r e  
, . 

interchanged. 

Third, i n s e r t  a completion c i r c u i t  f o r  sensing t h e  completion of one 

gating operatiqn and ' fo r  causing t h e  next, This c i r c u i t  requires  t h e  use  of a 

t tcu  element of t he .  type used i n  t h e  c i r c u i t  of Figure 5.3, This element i s  fed 

from completion s igna l s  from t h e  four  f l i p f l o p s ,  Such completion s igna l s  a r e  

formed from t h e ,  th ree  elements t o  t h e  r i gh t  of each f l i p f l o p  i n  Figure 5.5. 
They ind ica te  whether o r  not t he  s t a t e  of t h e  f l i p f l o p  agrees with t he  sense of 

t h e  incoming signal .  

During t h e  operation of t h i s  c i r c u i t  t h e  center o r  l o g i c a l .  sect ion i s '  

a l t e rna t e ly  cleared so t h a t  a l l  s igna l s  assume t h e  value 1, dnd used f o r  genera- 

t i n g  new quan t i t i e s  Z and Z2. I n  t h i s  example, t h e  s igna l s  a t  t h e  inputs  t o  
1 

the, upp'er f l i p f l o p s  a r e  adequate t o  determine when t h e  c lear ing operation has 

taken place, but when more complex log ic  i s  used it may be necessary t o  generate 

s igna l s  from addi t iona l  AND elements within t h e  logic  which a r e  a l s o  fed  t o  t he  

"c" element. I n  F i l e  Number 226(2) t h i s  technique i s  described and l og i ca l  

c i r c u i t s  a r e  given f o r  t h e  various p a r t s  of an ar i thmet ic  un i t .  

2. James H. Shelly: "Design of Speed-Independent Circui ts" ,  D ig i t a l  Computer 
Laboratory F i l e  No. 226, 7/19/57 



Figure  5.5 
Asynchronous Binary Counter Simulating 

a Synchronous Binary Counter 



5 0 9  Method' of Design from Change Charts 

The t h i r d  technique which i s  used f o r  speed-independent c i r c u i t  design 

involves t h e  use of what may be ca l led  change char t s  t o  design d i s t r i b u t i v e  

c i r c u i t s ,  Dis t r ibut ive  c i r c u i t s  a r e  s l i g h t l y  more r e s t r i c t e d  than semi-modular 

c i r c u i t s  but they  s t i l l  admit t h e  pos s ib i l i t y  of p a r a l l e l  ac t ion,  A change 

chart  i s  simply a l i s t '  of t h e  s ignal  changes which take place a t  t h e  nodes. of 

t h e  c i r c u i t  together with a statement of t h e  chronological ordering of these  

changes. Since changes a r e  admitted, t h i s  ordering w i l l  be a p a r t i a l  

ordering. Each. change i s  wr i t t en  a s  a paf r of pos i t ive  in tegers  (a(, i ) ,  The 

in teger  ,i i s  t h e  node number and  t h e  in teger  .A i s  t h e  number of t h e  change at 

t h a t  node. , 

.The s e t  of changes i s  required t o  have t h e  following propert ies:  

1, The'elements (d, i )  of S a r e  p a r t i a l l y  ordered and s a t i s f y  t h e  de- . 
. . 

sceadbg  chain condition ( 5 .  e. , t h a t  all descending chains a r e  f i n i t e )  , 
2 There e x i s t s  an in teger  n such t h a t  i ( n f o r  a l l  C.(, i )  . in  , 
3 .  I f  (q, i) i s  i n  xando(  > 1, then (o(- 1, i )  i s  a l s o  i n g a n d  

( 5 -  l9 i )  < (3, i l 0  

The' use  o f .  t he  s e t  t o  represent t h e  behavior of a c i r c u i t  i s  advantageous 

fo r  t h e e  reasons, F i r s t ,  it represents  a more na tu r a l  way of describing t he  

behavior of t he  c i r c u i t  than does t h e  conventional s t a t e  diagram, s ince  i t  

deals with changes a t  individual  nodes r a t h e r  than s t a t e s ,  Second, t h e  change 
1 

ehart w i l l  contain many fewer elements than  the  s t a t e  diagram when p a r a l l e l  

changes occur, I n  such cases t h e  number of changes i s  approximately equal t o  

t h e  logarithm of t h e  number of s t a t e s .  Third, t h e  c i r c u i t  derived from the  

shave chart design technique w i l l  be d i s t r i bu t i ve  and hence speed-independent, 
I 

The change cha r t  5 may be used t o .  form a d i s t r i b u t i v e  l a t t i c e  A' of 

n-dimensional vectop.s - .$, whose components a r e  non-negative in tegers ,  by t h e  

following rule. 



A given vector 5 = (q, g2, ... a ) i s  i n A i f  and only i f  ' .-n 

1. f o r  each % f 0 t he r e  i s  a change (4, i )  i n  5 with d = si, and 

2; i f  (d, i )  2 (&, j) then a .  2 . 
-J P 

It. may be shown t h a t  i s  a d i s t r i b u t i v e  l a t t i c e  with a zero where one 

defines t h e  l a t t i c e  ordering r e l a t i on  5 < b t o  mean a+ 2 bi f o r  a l l  i = 1, ..., n. 

I n  t h i s  case t h e  l a t t i c e  operations of g r ea t e s t  lower bound and l ea s t -uppe r  bound 

correspond t o  numerical componentwise minima and maxima respectively.  

The 1 a t t i c e A  i s  c losely  r e l a t ed  t o  t h e  s t a t e  diagram corresponding t o  

t h e  change char t  5 . Each vector - a i n n  may be taken a s  corresponding t o  a s t a t e  

of t h e  c i r c u i t .  This correspondence i s  a many-to-one correspondence s ince  more 

than one vector  a may correspond t o  a given s t a t e .  The correspondence i s  s e t  up 

a s  follows: Let u = (ul, u2, . . ., un) be t h e  i n i t i a l  s t a t e  of t h e . c i r c u i t .  Here 

U1,. U 2 ~  " - 9  Un a r e  t h e  binary s igna l s  on t h e  nodes 1, 2, ..., n. Then t he  s t a t e  

v = (vl, v2, . . . , v ) i s  formed by  l e t t i n g  v = residue (a  + u. ) modulo 2. Thus n i -5 1 

t h e  component a .  of a may be regarded a s  t h e  number of  changes which have occurred 
-1 

a t  node i when going from s t a t e  u t o  s t a t e  v. 

One may determine whether or  not node i i s  excited o r  i n  equilibrium 

i n  any s t a t e  v corresponding t o  a given vector  2. The r u l e  which 2ermits this 

determination may be s ta ted  a s  follows: ' 

Node i i s  excited i n  s t a t e  v corresponding t o  C-state i f  and 

only i f  (si  + 1, i )  i s  i n  2 and a . . z b  for'  a l l  (&', j) i n  2. f o r  which 
-J . , p, j ) , ~  (zi + 1, i )  and j f i. 

Using . t h i s  r u l e  we m y  determine whether o r  not  any node i i s  

excited f o r  each vector a. If it should happen t h a t  two such vectors,  which 

give r i s e  t~ t h e  same s t a t e  v disagree  a s  t o  whether o r  not  one o r  more nbdes 

a r e  excited,  then we say t h a t  t h e  change char t  2 i s  not  rea l i zab le ,  while i f  

no such disagreement occurs it i s  rea l i zab le ,  I f  t h e  change chart  i s  

r ea l i z ab l e  .we may:.write .a s e t  of Boolean functions which y ie ld  t h e  equilibrium 



and .exci ta t ion conditions given. I f  these  functions a r e  used a s  elements i n  a 

c i r c u i t  then it w i l l  have l L  f o r  i t s  s t a t e  diagram and w i l l  follow t h e  behavior 

described by 5 when placed i n  s t a t e  u. This represents a completely systematic. 

synthesis  procedure, provided t h e  o r ig ina l  change chart  i s  real izable .  I f  it i s  

not rea l i zab le  we may always make i t - r e a l i z a b l e  by introducing addi t ional  nodes 

and corresponding changes on these  nodes without a l t e r i n g  t h e  o r ig ina l  p a r t i a l  

ordering. Systematic methods have been devised f o r  introducing such addi t ional  

nodes. 

One of t h e  weaknesses of t h i s  method l i e s  i n  t h e  f a c t  t h a t  t h e  Boolean 

functions obtained i n  t h i s  way may not correspond t o  t h e  r e l a t i ve ly  simple 

elements which have been discussed i n  Chapter 4. By systematic introduction of 

add i t iona l  nodes, even i f  they a r e  not required f o r  r e a l i z a b i l i t y ,  one may a l so  , 

remove t h i s  objection. 

The t h r ee  methods summarized have proved workable i n  t h e  'design of 
' 

l o g i c a l  c i r c u i t s . f o r  t h e  ar i thmet ic  un i t  and control .  Whether o r  not t h e  a r i th -  

metic u n i t  should be designed i n  t h i s  fashion w i l l  be decided on t h e  bas i s  of 

, .. speed and r e l i a b i l i t y  a s  described i n  chapter 3. It i s  f e l t  t h a t  gains i n  speed - 
and r e l i a b i l i t y  w i l l  r e s u l t  i f  t h e  con t ro l  i s  made speed-independent. The t h i r d  

design technique can be used most e f fec t ive ly  i n  t h i s  a r ea  t o  simplify t h e  design - - 
and t o  allow a g rea te r  degree of para l l e l i sm than would otherwise be possible. 

We expect t h e  I l l i a c  t o  be used e f fec t ive ly  i n  carrying out t h e .  

systematic par t  of t h e  t h i r d  design procedure. A use  which has a l ready been 

made of t h e  I l l i a c  i s  in t h e  t e s t i n g  of c i r c u i t  designs. Programs have been 

wri t ten  f o r  simulating t h e  behavior of c i r c u i t s  with t h e  I l l i a c  and t e s t i n g  them 

f o r  semi-modularity and f o r  correct  sequencing.(3) Without these  programs t h e  

design of semi-modular c i r c u i t s  would be v i r t u a l l y  impossible s ince  t he  checking 

process i s  usual ly  too tedious  t o  be carr ied out by hand. 

3. W. Scot t  Bartky: "Complete Ci rcu i t  Analyzern, Library Routine Q3, Dig i t a l  
Computer Laboratory, 6/14/56. 
W. ~ c o t t  Bartky: "Single Ci rcu i t  Analyzern, Library Routine Q4, Dig i t a l  
Computer Laboratory, 11/20/56, 
James Shelly: "Complete Ci rcu i t  Analyzer", Library Routine Q5, Dig i t a l  
Computer Laboratory, 7/22/57. 



CHAFTER 6 

1EMORY 

6.1 Introduction 

The problems of organization discussed i n  Chapter 3 would have 

been g rea t l y  s impl i f ied i f  it had been found possible t o  increase  t h e  speed 

of memory devices by a s  great  a f a c t o r  a s  t h e  speed of ar i thmet ic  c i r c u i t s .  

A survey of t h e  various forms of memory which have been used o r  proposed shows 

t h a t  very high speeds can indeed be obtained,  f o r  example, by using r e g i s t e r s  

similar t o  those  of t h e  ar i thmet ic  u n i t ,  f o r  storage purposes. The cos t  of 

such very f a s t  memories i s  excessive, except possibly a s  small aux i l i a ry  p a r t s  

of a memory hierarchy. For t he  main random-access memory something much l e s s  

cos t l y  i s  required. Our e f f o r t s  here have been l a rge ly  devote& t o  a study of 

fe r r i t e -core  mem~ries. Some preliminary study of e l e c t r o s t a t i c  memories and 

diode-capacitor memories was a l s o  made. (I)(*) These t e s t s  did not determine 

d e f i n i t e l y  t h e  limits of speed of e i t h e r  o f  these  devices even when considered 

as small aux i l i a ry  memories. However, it became apparent t h a t  work on these  

l i n e s  was l e s s  l i k e l y  t o  be rewarding than work on magnetic memories, so 

fu r the r  e f f o r t  was concentrated on t h e  l a t t e r .  

The speed of convkntional fe r r i t e -core  memories, which use  a three-. 

dimensional coincident-current method of se lec t ion ,  i s  l imi ted by t h e  resu l t ing  

2 : l  current  se lec t ion  r a t i o .  For ava i lab le  ,cores t h i s  f i x e s  t h e  minimurn. cycle 

time for such memories a t  about 4 ~s,.. Other arrangernmts oi' f e r r i t e  ccsres 

have been studied, cine of which, t h e  word-arrangement memory desmibed in 

sec t ion  663, m y  be :several times fas t .er .  

1. G. H. Leichner: "Pmpesed High-Speed Williams Memory Tests", D ig i t a l  
Computer Lab@rat@rY F i l e  No. 219, May 28, 1957. 

2. K .  C. Smith: "Diode-Capacitor Memory", Dig i ta l  Computer Laboratory F i l e  
NO. 218, 18, 1957, 



Memories using t h i n .  magnetic f i lms  give promise of high speeds but 

a r e  not discussed i n  t h i s  report  because much fur ther  research i s  needed before 
. . 

t h e i r  p o t e n t i a l i t i e s  can be properly assessed. Memories using f e r r i t e  cores 

with more than one hole a r e  a l s o  omitted i n  t h i s  study because of lack of data 

concerning them. 

6.2 Comparison of Some Types of Memory 

I n  t h i s  section an attempt i s  made t o  show how increased speed i s  

re la ted  t o  increased complexity f o r  several  types of memory, I n  order t o  form 

a useful  ba s i s  f o r  comparison of d iverse  forms of memory some over-simplifi- 

ca t ion has been necessary. Since both r e l i a b i l i t y  and cost  of maintenance may 

be expected t o  be r e l a t ed  t o  t h e  number of tubes,  t r a n s i s t o r s  and diodes used, 

t h e  comparison has been based on a count of these  a c t i v e  elements. I n i t i a l  

cost  would, of course, be influenced by other  f ac to r s  a l so .  

To reduce t h e  count of a c t i ve  elements t o  a s ing le  measure, a weighted 

t o t a l  has been given which i s  equal t o  T + 2s + 5L + . 5 D  where T ,  S, L and D 

r e f e r  t o  t h e  numbers of t r a n s i s t o r s ,  small tubes,  l a rge  tubes  and diodes respec- 

t i v e l y ,  The weighting f a c t o r  5 f o r  l a rge  tubes i s  based on expected l i f e t ime  a s  

compared with t r a n s i s t o r s ,  and t h e  f ac to r  2 i s  based on t h e  assumption t h a t  most 

of t h e  small tubes (pentodes o r  double t r i odes )  could be replaced by t r a n s i s t o r s ,  

but t h a t  on t h e  average twice a s  many t r a n s i s t o r s  would be required, 

It would be desi rable  t o  replace t h e  high-current tubes a l s o  with 

t r ans i s t o r s .  I f ,  a s  now seems l i ke ly ,  t h i s  i s  possible,  some change i n  t h e  

weighted t o t a l s  would r e s u l t  but t h e  r e l a t i v e  posi t ion of t h e  various memoryr 

designs would not be s i gn i f i c an t l y  a l t e red .  

The comparison of speeds, i n  t h e  last column of Table 6.2, i s  a l s o  

somewhat qua l i t a t i ve  because, with t h e  exception of conventional core memories* 

and r e g i s t e r s ,  none of t h e  memories compared i n  t h e  t a b l e  have been b u i l t  with 

t he  speeds shown, The data  given i n  t h e  t a b l e  were mainly calculated by extra- 

polation from experimental r e s u l t s  obtained using models of p a r t s  of memories, 



Considerable v a r i e t y  i s  poss ib le  i n  t h e  design of any t y p e  of memory 

so t h a t  c e r t a i n  assumptions a r e  necessary.  For co re  memories we have assumed 

t h a t  

1. cur ren t  d r i v e r s  r e q u i r e  1 l a r g e  and 2 small  t ubes ,  

2. s i g r ~ a l  a m p l i f i e r s  and r e l a t e d  l o g i c a l  c i r c u i t s  r e q u i r e  9 small 

tubes  pe r  d i g i t ,  and 

3. decoding networks followed by l e v e l ' r e s t o r e r s  t o  provide s u f f i c i e n t  

s i g n a l  t o  a c t u a t e  c u r r e n t  d r i v e r s  r equ i re  40 t r a n s i s t o r s  f o r  8 

d r i v e r s  o r  288 t r a n s i s t o r s  f o r  64 d r i v e r s .  

There may be some ques t ion  whether b e t t e r  va lues  may b e  obtained f o r  

t h e  expenditure of  a given number of tubes  by making seve ra l  s epa ra te  memories, 

o r  by rnaking a memory i n  which blocks o f  seve ra l  words a r e  read a t  once i n  

p lace  of a s i n g l e  memory wi th  one-word access .  The formulas below a r e  made 

s u f f i c i e n t l y  gene ra l  t o  al low such comparisons t o  be made. I n  a d d i t i o n , r e s u l t s  

f o r  c e r t a i n  arrangements a r e  given i n  t a b u l a r  form. 

Let  A be t h e  number of sepa ra te  memories, B t h e  number of n-bi t  words 

t o  b e  read simultaneously a s  a block, and C t h e  number of blocks i n  each memory. 
1 

The t o t a l  number o f  words i s  t h e n  ABC. A conventional  memory r e q u i r e s  4' 
1 

cur ren t  d r i v e r s  while a word-arrangement memory(3) r equ i re s  2 ~ '  cur ren t  d r i v e r s .  

A conventional  memory r e q u i r e s  nB d r i v e r s  f o r  d i g i t - i n h i b i t  windings, and a 

word-arrangement memory r e q u i r e s  2nB such d r i v e r s .  

On t h e  b a s i s  of t h e  above assumptions t h e  fo l lowing a c t i v e  components 

a r e  requi red:  

3 .  See s e c t i o n  6.3. 



Table 6 .1  
Total  Number of Active Elements f o r  ABC n-bit blords 

.Table 6,2 
Comparison of Types of Hemory 

r 
1 Elements 

/ Large Tubes 
L 

Small Tubes 

Transis tors  

I Weighted Tota l  

'(1) Based on ex i s t ing ,  memories. Up t o  50% grea te r  speed may be 
possible.  

(2) Time per  word (assumes a l l  words i n  block used). 
(3)  Average access time. 

.-1'j3- 

Conventional blemory 

A ( ~ B  + 4cf) 

A(1lnB + 8~')  

2 0 ~ ~ '  
1 

A(27nB + 5 6 ~ ~ )  

I 

Word-Arrangement Memory 

A(2r-B + 2~:) 
1 

A(13n.E + 4~')  
1 

1 0 ~ ~ '  

A(36n~ + 28ci) 

Type of Memory 

1. Conventional 
Core Memory 
8192 words 

2. Same, 4-word 
blocks 

3 Word-Arrangement 
. Core Memory 

8192 word's 

4. same, ?-word 
blocks 

5. Same, 4-word 
blocks 

6. 8-word Delay Lines 

7. Registers 

Operation' 
Time 
, .,. LLS 
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I n  F igure  6.1, t h e  number of a c t i v e  elentents requi red  i s  p l o t t e d  

a g a i n s t  t o t a l  number of' words, ABC. The d i f f e r e n t  curves  a r e  l a b e l l e d  by t h e  

va lues  A,B followed by c f o r  convent iona l  memories and w f o r  word-arrangement 

memories. 

. . 
Three systems might be considered r o u ~ h l y  comparable s i n c e  t h e i r  

( n o t  n e c e s s a r i l y  random) access- t ime p e r  word i s  1 .5  ps: These a r e  t h e  word- 

arrangement memory reading  one word a t  a t i m e  (1 ,  lw) ,  t h e  convent iona l  memory 

wi th  four-word b locks  (1 ,  4c)  and f o u r  s e p a r a t e  conve r~ t iona l  memories (4 ,  l c ) .  

Of t h e s e  t h e  word-arrangement memory r e q u i r e s  fewes t  a c t i v e  elements,  a l though 

t h i s  advantage i s  l o s t  f o r  very  l a r g e  memories. 

6.3 Word-Arrangement Memory 

The word-arrangement memory f irst  proposed by t h e  Nat iona l  Bureau of 

S tandards(4)  may be made cons iderably  f a s t e r  t h a n  t h e  convent ional  c o r e  memory. 

There  i s  no l i m i t a t i o n  on cu r ren t  s e l e c t i o n  r a t i o  f o r  t h e  read  pu l se ,  and a 3: l  

s e l e c t i o n  r a t i o  i s  p o s s i b l e  f o r  t h e  w r i t e  pu l se ,  whi le  convent iona l  memories a r e  

l i m i t e d  t o  2: 1 f o r  both.  An acces s  t ime of  1 .5  ps should be p o s s i b l e  w i th  t h e  

word-arrangement memory. 

Depending on t h e  choice  of c o n t r o l  system, t h e  memory may b e  cons t ruc ted  
. . .  

t o  read  ou t  4-word biocks o r  t o  read ou t  s e p a r a t e  words. The l a t t e r  arrangement 

i s  i l l u s t r a t e d  i n  F igu re  6.2. The method of  ope ra t ion  can be  seen  from t h i s  

diagram .' 
The memory core  ma t r ix  c o n s i s t s  of  8192 columns and 2x52 rows of  co re s ,  

.d iv ided  in.someconvenient way i n t o  s e p a r a t e  frames. Each column makes up one 

block of words, and a p a i r  of ad j acen t  co re s  r ep re sen t  each b i t .  One wire ,  

l a b e l l e d  W ,  r u n s  through a l l  c o r e s  of. one block o f  words. Three o t h e r  w i r e s  

perpendicular  t o  t h i s  one run  through each core .  Two of t h e s e  c a r r y  pu l se s  from 

b i t - s e l e c t i o n s  d r i v e r s  and t h e  t h i r d  i s  t h e  sens ing  wire .  . . 

be  Nat iona l  Bureau of Standards:  I1Progress on Computer Components", October 
1954 - Warch 1955. 
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NOTE: Curves a r e  marked w i t h  values of A ,  B followed by c f o r  conventional 
and w f o r  word-arrangement . 

Figure 6 6 1  
comparison of word-~rran~ement  
and Conventional Core Memories 
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The reason f o r  us ing  two co res  t o  r ep re sen t  each b i t  i s  p r i m a r i l y  t o  

provide a cons tan t  l oad  f o r  t h c  switch co res  through t h e  W wires .  I n  t h e  

arrangement descr ibed  t h e r e  w i l l  always b e  52 co res  changing s t a t e  on each p u l s e  

no ma t t e r  what combination of O t  s arld 1 1  s i s  s t o r e d .  Some a d d i t i o n a l  advantages 

of t h e  two-core r e p r e s e n t a t i o n  a r e  mentioned l a t e r  i n  t h i s  chap te r .  

The sens ing  process  i s  d e s t r u c t i v e  and must be fol lowed by a  " rewr i te"  

process. '  I n  s t o r i n g  infdrmat ion ,  t h e  "wr i te"  process  must be  preceded b y  a '  

" c l ea r "  prbcess  which ''is t h e  same a s  t h e  sens ing  process .  Thus both sens ing  

and s t o r i n g  r e q u i r e  e s s e n t i a l l y  t h e  same sequence of  ope ra t ions .  T h i s  sequence 

i s  descr ibed  i n  t h e  next  paragraph. 

A s i g n a l  i n d i c a t i n g  t h a t  t h e  memory i s  t o  b e  used s e t s  f l i p f l o p  1 

al lowing  t h e  address  t o  be ga ted  through t h e  decoder t o  t h e  X and Y d r i v e r s .  

The Y d r i v e r s  a r e  normally on, pe rmi t t i ng  t h e  f low of  c u r r e n t ,  b i a s ing  t h e  switch 

co res  i n  a  given s t a t e .  The c u r r e n t  i n  t h e  s e l e c t e d  Y winding i s  reduced t o  

zero,  and t h e  s e l e c t e d  X d r i v e r  i s  tu rned  on r e s u l t i n g  i n  t h e  r e v e r s a l  o f  t h e  

s e l e c t e d  switch co re .  T h i s  produces a pu l se  of  1 , 2  amperes i n  t h e  wi re  marked 

W which passes  through a l l  co re s  of  a given word. A p a i r  of c o r e s  r ep re sen t ing  

one b i t ,  f o r  example t h e  co re s  i n  t h e  do t t ed  r ec t ang le ,  a r e  normally i n  oppos i t e  

magnetic s t a t e s .  The W pu l se  b r i n g s  whichever c o r e  was i n  t h e  minus s t a t e  t o  

t h e  p l u s  s t a t e .  The d i r e c t i o n  o f  t h e  r e s u l t i n g  induced pu l se  i n  t h e  sens ing  

winding depends on which co re  w a s  switched,  t h a t  is,  on whether a  "1" o r  a "0" 

was s to red .  The sens ing  a m p l i f i e r  produces a pu l se  on e i t h e r  t h e  "1" o r  "0" 

ou tpu t  and s e t s  t h e  corresponding b i t  of t h e  r e g i s t e r  i n  t h e  a p p r o p r i a t e  sense.  

The output  of t h e  a m p l i f i e r  a l s o  s e t s  f l i p f l o p  2 and r e s e t s  f l i p f l o p  1, t u r n i n g  

on e i t h e r  d r i v e r  B1 o r  Bo, and r e t u r n i n g  t h e  X and Y a m p l i f i e r s  t o  t h e i r  n o r m 1  

s t a t e s ,  t h u s  producing a r e v e r s e  pu l se  o f  0 .8  amperes i n  w i r e  W. Assuming t h a t  

d r i v e r  B was t h e  one tu rned  on, t h e  0.4 ampere c u r r e n t  produced by t h i s  d r i v e r  
0  

opposes t h e  0.8 ampere c u r r e n t  i n  t h e  W wire  i n  t h e  t o p  core ,  l eav ing  a n e t  

cu r r en t  of 0 .4 amperes which does  not  change t h e  s t a t e  o f  t h i s  core .  I n  t h e  

lower core  of t h i s  p a i r ,  however, t h e  c u r r e n t s  add, g iv ing  1 .2  amperes, and 

r e t u r n i n g  t h i s  c o r e  t o  t h e  minus s t a t e .  The 0.4 ampere cu r r en t  i n  t h e  Bo 

winding pass ing  through c o r e s  of  unse lec ted  words i s  i n s u f f i c i e n t  t o  a l t e r  

t h e i r  s t a t e s .  



The o n l y , d i f f e r e n c e  i n  t h e  ope ra t ion  c y c l e  when i n f o r m a t i o n ' i s  s t o r e d  

i n s t e a d  of read '  i s  t h a t  t h e  r e g i s t e r  i s  s e t  by information from t h e  a r i t h m e t i c  

u n i t  i n s t e a d  o f  from t h e  sens ing  a m p l i f i e r .  

The X and Y. l i n e s  through t h e  switch c o r e s  and t h e  Bo and B1 l i n e s  

form transmission l i n e s  o r  low-pass f i l t e r s ,  and must be  te rmina ted  t o  avoid 

r e f l e c t i o n s .  The W l i n e s ,  on t h e  o t h e r  hand, pas s  through r e l a t i v e l y  few 

c o r e s  and  h a l f  of t h e s e  co re s  a r e  reversed  du r ing  each pu l se  so t h a t  t h e s e  l i n e s  

form a r e s i s t i v e  load  which v a r i e s  i n  magnitude dur ing  t h e  c y c l e  bu t  which does  

not depend on t h e  number s t o r e d  because of t h e  use  of compensating cores .  There- 

f o r e  no e x t e r n a l  r e s i s t a n c e  i s  needed t o  t e r m i n a t e  t h e s e  l i n e s ,  g r e a t l y  reducing 

t h e  power which must be suppl ied  by t h e  switch cores .  

I n  most memory a p p l i c a t i o n s ,  co re s  a r e  completely switched from one 

maximum remanent s t a t e  t o  t h e  o t h e r .  Th i s  i s  no t  necessary  when compensating 

c o r e s  a r e  used s i n c e  r e v e r s i b l e  f l u x  changes i n  t h e  two co res  c a n c e l  ou t  and a  

good,s igna l - to-noise  r a t i o  ,my  b e  obta ined  even when t h e  c o r e s  a r e  on ly  p a r t l y  

switched. 

CORE A . CORE B 

Figure  6.3 
Hys te re s i s  Loops f o r  a P a i r  

of Cores Represent ing One B i t  



- .  
The two h y s t e r e s i s  loops i n  Figure 6 .3  represent  t h e  two cores  of a given b i t .  

Before t h e  f i r s t  bd pulse  s t a r t s  suppose co re  a i s  i n  s t a t e  A and core  b i n  0 
s t a t e  Bl. The "read" pulse  br ings . ,core  b i n t o  s t a t e  BO a l s o .  During t h e  

"wri te"  pulse e i t h e r  core a o r  b w i l l  be brought t o  s t a t e  A1 o r  B depending 1 
on t h e  d i g i t  t o  be w r i t t e n ,  t h e  amount of f l u x  change being l i m i t e d  by t h e  

a v a i l a b l e  f l u x  change of t h e  switch core .  P a r t i a l  switching has seve ra l  

advantages. st reduces t h e  power d i s s i p a t e d  i n  t h e  memory cores  making t h e  

problern of hea t ing  l e s s  se r ious ,  and it reduces t h e  s i z e  of t h e  switch cores  and 

t h e  power requi red  t o  d r i v e  thern. Unfortunately,. it does not reduce t h e  va lue  

of t h e  current '  r equ i red .  ' A f u r t h e r  advantage of p a r t i a l  switching l i e s  i n  t h e  

p o s s i b i l i t y  of  non-destructive sensing which i s  discussed i n  t h e  appendix t o  

t h i s  chapter .  . 

6.4 Experimental Resul t s  

Experimental t e s t s  on a one-word model(5) were' made t o  v e r i f y  t h e  

predic ted  1 .5  ps  . access-t ime,  and t o  s tudy problems r e l a t e d  t o  cu r ren t  r egu la t ion ,  

choice of switch co res ,  e t c .  The model memory c o n s i s t s  of 100 cores  (General 

Ceramics Type S1, S ize  F-394) s t rung on d r i v e  wires  so t h a t  each p a i r  of cores  

r ep resen t s  one b i t  of a 50-bit word. A block diagram i s  given i n  Figure  6.4. 

A s  only . .- two b i t - s e l e c t i n g  a m p l i f i e r s  were cons t ruc ted ,  t h e s e  50 b i t s  cannot be 

se l ec ted  independently. Only two combinations, 1010 .... 10 and 0101 .... 01, can 

be se l ec ted .  Severa l  opera t ions  a r e  poss ib le ,  reading and wr i t ing  e i t h e r  word 

repeatedly ,  reading one word and w r i t i n g  t h e  o the r  a l t e r n a t e l y ,  o r  seve ra l  simple 

sequences con t ro l l ed  by a counter .  These opera t ions  should be s u f f i c i e n t  t o  

determine whether o r  no t  t h e  f i r s t  few cyc les  fol lowing a change i n  word s to red  

a r e  apprec iably  d i f f e r e n t  from s teady-s ta te  cycles .  

Cer t a in  limits a r e  placed on t h e  va lues  of cu r ren t  pu l ses  by t h e  f a c t  

that  t h e  model i s  .intended t o  represent  p a r t  of a l a r g e r  memory. 

1. Bi t -se lec t ion  pulses  must not  exceed t h e  va lue  of 1/2 f o r  S1 cores  

(0.42 amp) so t h a t  cores  of  -unselected words would not  be a f fec ted .  

5. R. W. McKay, N .  N .  Yu and C, Pot t l e :  "A One-Word Model of a Word-Arrangement 
Memorytt, D i g i t a l  Computer Laboratory Report No. 79, May 1957. 
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2.  The output  pu l se  from t h e  switch c o r e s  on t h e  w r i t e  p a r t  of t h e  

c y c l e  should n o t  exceed t h e  va lue  of t h e  b i t - s e l e c t i o n  pu l se  

1/2 bu t  t h i s  l i m i t  i s  n o t  c r i t i c a l  s i n c e  t h e  pu l se  i s  app l i ed  on ly  

t o  co re s  of t h e  s e l e c t e d  word, and a small change i n k h e  c o r e  which 

i s  supposed t o  be he ld  f i x e d  does n o t  ma t t e r  as long  as t h e  o t h e r  

co re  changes much more. 

3 .  I f  t h e  X and Y d r i v e r s  a r e ' t o  be  simple on-off swi tches  t h e  X 

pu l se  must no t  exceed t h e  Y pu l se  by more than  i0 f o r  t h e  switch . 

co,re. 

A switch c o r e  may be  a very  i n e f f i c i e n t  pu l se  t ransformer  because t h e  

energy requi red  t o  r eve r se  t h e  magnet izat ion of t h e  c o r e  i t s e l f  may exceed t h e  

energy output .  It i s  readily.show-n t h a t  t h e  energy l o s t  i n  t h e  switch c o r e  i s  

l e a s t  when t h e  r a d i u s  i s  l e a s t ,  However, t h e  a r e a  of c ross -sec t ion  must be 

g r e a t  enough t o  supply t h e  requi red  f l u x  change. Therefore  long 'nar row c y l i n d e r s  

would be i d e a l  swi tch  co res .  A more p r a c t i c a l  arrangement having t h e  same 

d e s i r a b l e  f e a t u r e s  i s  provided by a  switch made up o f  a  number of 0.08 inch  

f e r r i t e  co re s  s t r u n g  t o g e t h e r ,  The hea t ing  e f f e c t s  should a l s o  be smal l  i n  such 

a  switch because of  t h e  l a r g e  surface-to-volume r a t i o ,  

Switches made up of small f e r r i t e  co re s  i n  t h i s  way have been used i n  

most of t h e  t e s t s  on t h e  one-word model. A few t e s t s  were made us ing  permalloy- 

r ibbon c o r e s ,  F e r r i t e  c o r e s  seemed t o  be p r e f e r a b l e  t o  permalloy co res  f o r  

swi tches  wi th  t h e  t y p e  of load  provided by t h e  W-lines i n  t h i s  model, because 

damped o s c i l l a t i o n  o r  " r ing ing"  was produced by t h e  permalloy co res ,  T h i s  

e f f e c t  could be e l imina ted  by means of e x t e r n a l  r e s i s t a n c e s  b u t  a t  t h e  c o s t  of 

cons iderable  wasted power*. 

P a r t i a l  switching of t h e  memory co res ,  as mentioned a t  t h e  end of 

s e c t i o n  6.3 can b e  produced by decreas ing  t h e  number o f  f e r r i t e  c o r e s  used i n  t h e  

switch and t h u s  l i m i t i n g  t h e  t o t a l  f l u x  change, S ince  t h e r e  i s  no d i r e c t  method 

of measuring t h e  s t a t e  of magnet izat ion,  g,  of a- co re  a t  any i n s t a n t ,  t h i s  

q u a n t i t y  must be determined by i n t e g r a t i n g  t h e  output  vo l t age  curve which i s  

The output  waveform from a memory co re  wi th  p a r t i a l  switching p ropor t iona l  t o  d t ,  

i s  shown i n  F igure  6,5, The a p p l i c a t i o n  o f  p a r t i a l  switching t o  produce a method 

of non-destruct ive sens ing  i s  descr ibed  i n  t h e  appendix. 

\ 
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Figure 6.5 
Output Waveforms f o r  P a r t i a l  Switching 

The complete read-rewrite cycle, i n  t h e  model takes  0,8 ps.. However, : 

i n  a f u l l - s ca l e  memory, t h i s  bas ic  cycle  time may be increased due t o  var ia t ions  

i n  cha rac t e r i s t i c s  of tubes  and other  c i r c u i t  components, The t o t a l  random- 

access time of a large-scale core memory i s  dependent upon the  capacity of t h e  

m a n o r g o  One addi t iona l  de l ay - in  a l a rge  core memory i s  t h e  transmission time 

f a r  pulses t rave l ing  through many cores ,  Since magnetic switches a r e  used i n  

t h e  memory, transmission delay of pulses through these  switches would a l so  have 

t o  be accounted fo r .  Estimates a r e  ava i l ab l e  f o r  t h e  transmission time of pulses 

through memory cores (20 mps/1000 cores).  An approximate measure of  t h e  delay 

i n  switch cores of t h e  type used i n  t h e  model was found t o  be 3 ws per switch. 

To ve r i fy  t h e  cycle  time of approldmately 1,5  ps f o r  a ful l -scale  

memory, var ious  delays would have t o  be accounted fo r .  The following t a b l e  shows 

t h e  delay times which might be expected f o r  such a memory. 



Table  6,3 
Estirrlated Time Delays i n  a  Full-  

Sca le  Word-Arrangement Core Memory 

Basic cycle  

Decoding 

X o r  Y d r i v e r s  0.15 ps 

- Bit -se lec t ion  d r i v e r s  0.15 ps 

Readout Amplifier 0.05 we 

, S e t t i n g  t h e  Reg i s t e r  0.03 ps 

Transmission T(n) ps 

The value of ~ ( n )  depends how t h e  sens ing  wi res  and d i g i t  s e l e c t i o n  wires  a r e  

arranged. The maximum value  f o r  8192 words i s  approximately 3 mps . f o r  each 

of 128 switch cores  p l u s  20 pps f o r  each thousand cores  which would g i v e  

approximately .5 ps . .  However, t h i s  t ime  may be reduced considerably by d iv id ing  

t h e  long transmission l i n e s  i n t o  s e c t i o n s  and by va r ious  o t h e r  means. A v a l u e '  

about -25 ps seems q u i t e  poss ib le .  



Appendix t o  Chapter 6 

p o s s i b i l i t y  of a Non-Destructive Readout , 

A p o s s i b i l i t y  of non-destructive sensing a r i s e s  from t h e  f a c t  t h a t  one 

of t h e  co res  represent ing  a given b i t  may be only p a r t i a l l y  magnetized ( o r  even 

p r a c t i c a l l y  demagnetized) whereas t h e  o t h e r  i s  completely magnetized. The 

s lopes  of t h e  r e v e r s i b l e  magnetization curves f o r  cores i n  t h e s e  two states 

d i f f e r  considerably. If t h e  s lope  of t h e  f lux-current  curve f o r  t h e  nearly-  

sa tu ra ted  core  i s  represented by L henr ies  and t h a t  of t h e  partially-magnetized 

core  by LI henr ies ,  t h e  output  vo l t age  from t h e  p a i r  of cores when a cu r ren t  
d i  pu l se  passes through i s  +(Lv-L)-, where t h e  s ign  depends on whether a "0" o r  "1" d t  

i s  s to red ,  Provided t h e  pulse i s  l e s s  than 0,4 amperes no permanent change i n  
V is t h e  s t a t e  s f  t h e  cores would occur. Some prel iminary t e s t s  i n d i c a t e  tha% 
I, 

approximately l :q  and t h a t  t h i s  r a t i o  i s  almost independent of cxirrent so t h a t  

comparatively small c u r r e n t s  could be used. 

Prel iminary experiments i n d i c a t e  t h a t  an extremely f a s t  readout may be 

obtained by t h i s  system, I n  f a c t ,  t h e  main delay  may be t h a t  due t@ transmissiion 

of s i g n a l s  through t h e . a r r a y  af  cores .  To ob ta in  t h e  f a s t e s t  readout t imes  it 

might be necessary t o  apply t h i s  method only t o  a small sec t ion  of t h e  memory, 

Problems re la t ,ed  t o  signal-to-noise r a t i o  e d s t  which have not yet; been 

thoroughly inves t iga ted ,  These problems do not  appear t o  be insuperable ,  and 

if they can b e  overcome, a small memory with reading t ime of .2 t o  ,3 ps . may 

be ps$erible.' Of course,, t h e  ftwriti.e'' t ime i n t o  t h i s  memory w~ 'u ld  be  t h e  same as 

i n  t h e  d e s t r u c t i v e  readdut  memory, 



CI-IAPTER 7 

INPUT , OUT PUP , AND AUXLLI ARY ST ORAGE 

. ' 7 .1 Pnt roduct'ion 
I - .  
I 1 t  i s  t h e  purpose of  t h i s  c h a p t e r  t o  p re sen t  a number of r a t h e r  gene ra l  1 
I cons ide ra t ions  r e l a t i n g  t o  t h e  requirements f o r  i n p u t ,  ou tput  and a u x i l i a r y  

I, s t o r a g e  dev ices  necessary  f o r  a ccm,r)uter hav5ng t h e  a r i t h m e t i c  and i n t e r n a l  

s t o r a g e  ck ia rac t e r i s t i c s  desc r ibed  i n  o t h e r  p a r t s  of t h i s  r e p o r t .  The r e s u l t s  a r e  

incomplete  i n  t h a t  t h e y  a r e  i n s u f f i c i e n t  t o  i n d i c a t e  t h e  d e t a i l e d  c o n t r o l  s t r u c t u r e  

and i n s t r u c t i o n  code necessary .  

The input-output  equipment of  a computer p l ays  two somewhat d i s t i n c t  

r o l e s :  (1 )  i t .  se rves  as a means of  cornrnunication between t h e  computer and o t h e r  

automata o r  humans,and (2 )  it s e r v e s  a s  a n  a u x i l i a r y  s t o r a g e  medium f o r  a computer. 

'l'h e d i  s t j .nc t ion  between a u x i l i a r y  s t o r a g e  equipment and input-output  equipment can 

sometimes be made i n  te rms  o f  t h e  l eng th  of  t ime informat ion  i s  s t o r e d  on t h e  

ec~uipment. Thus magnetic drums a r e  q u i t e  o f t e n  used as a u x i l i a r y  s to rage  f o r  

short- term s t o r a g e  of p a r t i a l  r e s u l t s  of a c a l c u l a t i o n  which a r e  t o  b e  used f a i r l y  

soon i n  a subsequent computation. Although magnetic t a p e s  a r e  used f o r  t h i s  

purpose they  ]ray a l s o  be used f o r  s t o r a g e  of r e s u l t s  away from t h e  comnuter and 

f o r  lonk per iods  o f  tirne. The use  of t h e  input-output  equipment a s  a short-term 

a u x i l i a r y  s t o r a g e  dev ice  i s  t h e  most demanding one wi th  r e spec t  t o  speed.: . 

I n  t h i s ' c h a p t e r  we s h a l l  review t h e  c h a r a c t e r i s t i c s  of input-output  ' 

dev ices  now co~nrnercially a v a i l a b l e  and compare t h e i r  d a t a  r a t e s ,  t h e  number of  

b i t s  per  second t h a t  can  be read  from o r  w r i t t e n  on t h e s e  devices ,  w i th  t h e  

m u l t i p l i c a t i o n  r a t e  o f  a r i t h m e t i c  u n i t s  and i n t e r n a l  s t o r a g e  acces s  r a t e s .  

Conlparison of d a t a  r a t e s  w i l l  a l s o  be  made with t h e  r a t e s  of  gene ra t ion  and 

consumption o f  d a t a  by t h e  liuman u s e r .  

For many s c i e r l t i f i c  c a l c u l a t i o n s  t h e  t i m e  spent  i n  computation m y  be  

expressed a s  

T = FnNM 
C 



( c f .  Chapter 1 )  where n i s  t h e  number o f  m u l t i p l i c a t i o n s  per word, s t o r e d  i n  

t h e  i n t e r n a l  memory, N i s  t h e  number of words s to red  i n  t h e  memory, M i s  t h e  

m u l t i p l i c a t i o n  time and F a weigMing f a c t o r  which f o r  a sequen t i a l  machine:.-i-s 

u s u a l l y  between one and t e n  and f o r  t h e  computer under cons idera t ion  would pr0.b- 

a b l y  be between one and f i v e .  

I f  t h e  input-output equipment i s  such t h a t  a s i n g l e  word i s  read o r  

w r i t t e n  i n  W seconds then  t h e  t ime  spent  i n  reading and w r i t i n g  N words i n t o  t h e  

i n t e r n a l  memory ' is 

The adequacy of t h e  input-output equipment a s  a u x i l i a r y  s to rage  would 

be measured by t h e  r a t i o  TW/TC which should be l e s s  than and a t  t h e  most of t h e  

order  o f , o n e .  I f  t h i s  upper limit i s  used we ob ta in  f o r  a balanced computer 

(and problem) 

Thus f o r  a " s c i e n t i f i c "  c a l c u l a t i o n  a q u a n t i t y  which p lays  a r o l e  i n  es t imat ing  

machine ba lance  i s  W/M, t h e  r a t i o  of t h e  read-write t ime pe r  word t o  t h e  mult i -  

p l i c a t i o n  time. 

For problems dominated by memory access-time it i s  expected t h a t  T 
C 

w i l l  be proport ional .  t o  t h e  product of  t h e  number of words i n  t h e  i n t e r n a l  

storage"and memory access-time. Thus t h e  corresponding r a t i o  i s  W/ao where a 
0 

i s  t h e  memory access-time o r  (w/'l1)/a0/M 2W/M. 

The r e c i p r o c a l s  of t h e s e  r a t i o s ,  - t h a t  i s ,  t h e  q u a n t i t i e s  M/w and 

a i ) / ~  .c $ M/W a r e  t r e a t e d  i n  t h e  subsequent d i scuss ion  and c a l l e d  input-output 

f a c t o r s .  We de f ine  

and 



The condition given above may be  wri t ten  a s  

It i s  extremely d i f f i c u l t  t o  p red ic t  t h e  manner i n  which t h e  quant i ty  nF var ies  

over a range of problems, For many s c i e n t i f i c  pmblems whose data  requirements 

exceed t he  storage capacity of t h e  main memory and drum, such a s  problems i n  

l i n e a r  algebra,  the value of nF may l i e  between 2 and 20. For other  problems 

it may range a s  high a s  100. However, it i s  f requent ly  possible t o  rearrange 

t h e  order of calcula t ion i n  problems with small values of nF i n  such a way t h a t  

nF becomes 50 o r  100 corresponding t o  values of Fs of 20 o r  40. The higher values 

of F demand f a s t e r  input-output equipment. I f  Fs i s  20 o r  40 and nF i s  100 o r  50 
S 

respect ively ,  then the time spent doing ar i thmet ic  i s  about the same as t h e  time spent 

i n  using magnetic tape a s  an aux i l i a ry  memory. Therefore, although it would be 

very des i rab le  t o  have magnetic tape u n i t s  of t h e  so r t  present ly  under development 

f o r  which.Fs i s  emected t o  be 200 o r  more, a very l a rge  c l a s s  of problems may be 

put i n t o  a form su i t ab l e  f o r  tape u n i t s  presently ava i lab le  f o r  which F i s  about . 
S 

20. The need f o r  f a s t e r  equipment would be lessened if i n t e r n a l  memory capacity 

and the  control  were such t h a t  t h e  input-output equipment could be used a s  

aux i l ig ry  storage a t  t h e  same time t h a t  t h e  i n t e r n a l  memory and ar i thmet ic  u n i t s  

were engaged i n  computation, 

.*' 

7.2 Data Rate Character is t ics  of Scien$ific and Data Processing Computers 

The data  r a t e s  f o r  punched card,  magnetic tape,  and pr in t ing  equipment 

a r e  tabula ted f o r  a jumber  of computers i n  f a b l e  7 , l .  Data r a t e s  a r e  reduced t o  

u n i t s  of binary d i g i t s  per microsecond, under t h e  assumptions tha t :  

1. Binary punching i s  used f o r  cards, 

2, One alphanm,eric character  i s  equivalent t o  six binary d ig i t s ;  .one 

decimal d i g i t  i s  equivalent t o  fou r  binary d i g i t s .  

3 .  Data r a t e s  a r e  f o r  one u n i t  f o r  any pa r t i cu l a r  computerj even i f  

several  u n i t s  of t h e  same type can be bperated i n  para l l e l .  
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Data ra tes  f o r  ' storage and mult i ~ l i c a t i o n  a r e  found by dividing the.,n?ber of 

binary d i g i t s  per word by t h e  access  and mul t ip l icat ion times. respectively.  

Also shown i n  t h e  t a b l e  a r e  I l l i a c  r a t e s  with punched paper t ape  

ra ther  than punched cards. Experience with I l l i a c  ind ica tes  t h a t  it i s  su i t ab l e  

f o r  " sc ien t i f i c"  ca lcuQt ion ,  useable f o r  intermediate problems such a s  s t a t i s t i c a l  

work, and unsat is factory f o r  data  processing appl icat ions .  I l l l a c  output i s  

normally on paper t ape  with pr int ing done on an off-l ine bas i s ,  although on-line 

operation of a p r in t e r  i s  possible,  

We s h a l l  employ t h e  data  of Table 7 , l  i n  t h e  following way: 

1. For an indicat ion of cha rac t e r i s t i c s  of card, magnetic tape, and 

pr in t ing  devices current ly  ava i lab le ,  

2, A s  a means of extrapolating input-output requirements f o r  t h e  

computer whose design i s  discussed i n  this repor t ,  

3. A s  a means of determining i n t e r n a l  s torage access in te r rup t ions  

f o r  input-output o r  aux i l i a ry  storage purposes, 

y03  Magnetic Tape cha rac t e r i s t i c s  

The discussion i n ' t h e  introduction t o  t h i s  chapter indicated t h a t  an 

input-output f ac to r  F between 20 and 200 would enable t h e  input-output eqxipment 
S 

t o  be used a s  auxilial-g storage - f o r  a la rge  and usefu l  c l a s s  of problems, It i s  

t he  purpose of t h i s  section t o  show t h a t  t h e  requirements implied cannot be met 

by d e d c e s  slower than magnetic t apes  and t o  i nd i ca t e  t o  what extent  t h e  r e q u i r e  

ments can - be met by magnetic tapes.  

For t h e  computer proposed, t h e  da t a  r a t e  'corresponding t o  a f a c t o r  

Fs = 20 i s  20 x 13 x = 0.26 bits/pe;:; ,  f o r  PS = 200, t he  r a t e  i s  2.6' 

b i t ~ / ~ s ~  .. The lower r a t e  i s  approximately t h a t  o f  the  magnetic t ape  un i t  with 

31 p a r a l l e l  channels, 80 bi ts / inch,  and 100 inches/second, which i s  used with 

the'Datamatic 1000. The r a t e  of 2.6 b i t s / ~ a  : corresponding t o  a f a c t o r  FS = 200 

cannot now be met by &ommereially ava i lab le  conventional tape un i t s .  However, 



it seems q u i t e  l i k e l y  t h a t  wi th in  t h e  next  .few yea r s  commercial development w i l l  

l ead  t o  magnetic t a p e  u n i t s  s u f f i c i e n t l y  f a s t  t o  s a t i s f y  t h e  requirements corre- 

sponding.to f a c t o r s  F of 200 o r  more. I n  order  t o  maintain a continuous da ta  
S 

r a t e  of 0,26 b i t s /ps  . it i s  necessary t o  u s e  more than one t a p e  u n i t  so t h a t  

rewinding can proceed i n  p a r a l l e l  with r e a d i n g . o r ' w r i t i n g .  The simultaneous 

reading o r  wr i t ing  on a number of t a p e  u n i t s  l eads  t o  a propor t ionate  inc rease  

i n  t h e  f a c t o r  Fs and t h e  d a t a  r a t e  a t  a cos t  i n  complexity of  con t ro l .  

Inspect ion  of  Table 7 , l  i n d i c a t e s  t h a t  it would be impract ica l  t o  

provide.punched card o r  punched paper t a p e  equipment capable of  a d a t a  r a t e  of  

0.26 bits/ps; .. s ince  simultaneous operat ion of 18 of t h e  f a s t e s t  card readers ,  

100 paper t ape  readers ,  o r  200 card punches would be required. The con t ro l  prob- 

lems and programming d i f f i c u l t i e s  inhe ren t  i n  simultaneous opera t ion ,  a s  we l l  a s  

t h e  p r o h i b i t i v e  equipment c o s t s ,  preclude t h e  use  o f  paper t a p e  o r  cards  i n  t h i s  

manner. 

7.b Magnetic Drum Storage 

It was noted i n  Chapter 1 t h a t  problems requi r ing  50,000 t o  100,000 

words of d a t a  a r e  t o  be expected. Fur ther  d iscuss ion i n  , chap te r  2 i n d i c a t e s  
' 

t h a t ,  with a r e l a t i v e l y  smal l  inc rease  i n  t ime,  t h e  bulk of t h e  s to rage  need not 

be supplied i n  t h e  random-access core s to rage  u n i t ,  but  can be supplied i n  t h e  

form of a lower-speed non-random-access s torage  device.  The c h a r a c t e r i s t i c s  of 

a u x i l i a r y  s to rage  devices  which f u l f i l l  t h e  requirements ou t l ined  i n  Chapter 2 

a r e  descr ibed here. 

A magnetic s torage  drum c o n s i s t s  o f  a r o t a t i n g  cy l inder  coated with 

magnetic ma te r i a l .  Other design f e a t u r e s  being equal, t h e  s torage  capaci ty  i s  

a func t ion  of t h e  surface  a r e a  of the  cyl inder ,  and i s  increased i n  d i r e c t  

proport ion t o  e i t h e r  t h e  length  o r  diameter of t h e  cyl inder .  The speed of 

r o t a t i o n  i s  l imi ted  by t h e  mechanical d i f f i c u l t i e s  i n  maintaining c l o s e  t o l e r -  

ances between f i x e d  reading and wr i t ing  heads and t h e  surface  of  t h e  r o t a t i &  

cyl inder .  Roughly speaking, i f  t h e  s torage  capaci ty  i s  increased,  t h e  max imum 

al lowable speed of r o t a t i o n  must be decreased, 



A drum similar  t o  t h a t  used with I l l i a c  would provide a .  s torage capacity 

of approximately 10,000 words, with t h e  time f o r  one revolution (4 of Chapter 2) 

equal t o  17 milliseconds. The packing densi ty  i s  such t h a t  2500 binary d i g i t s  

a r e  recorded .on one t rack around t h e  periphery by one recording head; t h e  time 
17000 associated with each d i g i t  i s  then - = 6,8yse . ,By reading and rkcording on 2500 

50 ' t r acks  . in  pa r a l l e l ,  t h e  minimum access time per  word (,Lf of Chapter 2 )  i s  

6.8ps. .' The length of t h e  cylinder i s  such t h a t  4 s e t s  of 50 t racks  can be used, 

so t h a t  t h e  t o t a l  storage capacity i s  4 x 2500 = 10,000 words of 50 b i t s  each. 

A drum storage capacity of 20,000 o r  30,000 words can be achieved by 

use of 2 o r  3 drum u n i t s  of t h e  type described. The cost  i s  e s sen t i a l l y  t h e  same 

f o r  each un i t ,  but t h i s  a l t e r n a t i v e  has obvious advantages i f  one of t h e  mechanical 

unit's. should f a i l .  The following cha rac t e r i s t i c s  a r e  those  of a commercially 

ava i lab le  un i t  with g rea te r  storage capacity: 

6000 B i t s  .@er t rack  
. . .  

. . . . , . 

450 T,racks . . . . . ' 

Storage capacity = 54000 words, 

Input-Output Requirements f o r  Data Generated o r  Consumed by Human Users 

The typing and reading r a t e s  of human users  can be expressed i n  t h e  

u n i t s  of b i ts /ye  - employed f o r  Table 7.1, Assuming each t y p i s t  o r  reader i s  

occupied 8 hours per day, t he  r a t e s  f o r  100 persons are:  For typing a t  t h e  

r a t e  of 60 words per minute 

and f o r  reading a t  t h e  r a t e  of 300 words per minute 



For both ca lcu la t ions ,  words of 5 l e t t e r s  a r e  assumed, with 5 b i t s  per l e t t e r  

and 5Q% redundancy assumed f o r  English t e x t ,  

Thus t he r e  are'commercially-available punched card readers and, f a s t  
' 

. < 

p r i n t e r s  which, i f  used 24 hours per day, would require on t h e  order  of 1000 

t y p i s t s  and 250 human readers respectively.  The point t o  be s t ressed h e r e ' i s  

t h a t  present ly  ava i lab le  equipment i s  more than adequate f o r  handling data  

humanly gene ra ted o r  consumed. 

7.6 Other Modes of Data Generation o r  Consumption 

It i s  t o  be expected t h a t  a wide var ie ty  of problems w i l l  be presented 

t o  t h e  propsaed computer, even though a r e l a t i v e l y  small va r ie ty  of problems w i l l  

occupy a majority of computing time. Special  input-output f a c i l i t i e s  w i l l  be 

required f o r  r e a l  time problems, and f o r  handling da ta  generated automatically, 

e i t h e r  i n  d i g i t a l  o r  analog form. For some problems d i g i t a l  punching o r  pr int ing 
r 

requirements would be reduced by a cathode ray tube output f o r  analog o r  alpha- 

numeric presentation of data .  It should a l s o  be recognized t h a t  many calcula t ions  - - 
w i l l  be performed on data  s tored on punched cards o r  paper tapes.  

I n  view of  t h e  requirements f o r  w g n e t i c  tape un i t s ,  it appears t h a t  - - 

with t h e  exception of a d i r ec t  da ta  l i nk  f o r  r e a l  time appl icat ions , the  addi t ional  

requirements discussed i n  t he  previous paragraph can be met by of f - l ine  magnetic 

t ape  conversion equipment. 

7.7 Other Aspects of Machine Balance 

. . 
The cha rac t e r i s t i c s  of t h e  d m  s torage u n i t  impose requirements on t h e  

capaci ty  of t h e  core memory, For t r a n s f e r  of data  t o  o r  from t h e  drum, t h e  time 

f o r  t r a n s f e r  of  a block of N words i s ,  on t h e  average, 



idfiere O; and.,:,:' a r e  a s  defined i n  sect ions  2 . 1  and.7.4, IY the  average i n i t i a l  

access-time 4 / 2  i s  t o  be not more than half  of t h e  t o t a l  block t r ans f e r  time, 

then N must s a t i s f y  

Thus t h e  block s i z e  f o r  / = 6,8 ps. and ..( =. 17 ms i s  a t  l e a s t  ,1250 

words and f o r  /g = 8 . 5 ~ ~  and j = . 5 1  ms;,  t h e  block s i z e  i s  a t  l e a s t  3000 words. 

The caDicity of t h e  core riemory -st be suf f ic ien t  f o r  block t ransf 'ers  of t h e  

magnitudes indicated by drum cha rac t e r i s t i c s  as .wel1  a s  f o r  s torage of data  and 

ins t ruc t ions  otherwise required,  The balance between core  memory capacity and t h e  

cha rac t e r i s t i c s  of t h e  drum unit  represents an important consideration i n  t he  choice 

of t he  drum u n i t .  , 

The data of Table 7 ,1  can be used t o  determine t h e  r e l a t i v e  number of 

storage. accesses requlred f o r  inhut., output and aux i l i a ry  storage purposes. i he 
proposed computer i s  t o  have a s torage r a t e ' o f  33 b i t s / b s ,  , and simultaneous use 

of a card reader, card.punch, mgne t i c  tape.  u n i t ,  .and a f a s t  p r i n t e r  would r e s u l t  

i n  a combined data r a t e  of 0.28, bits/p.. . The r a t i o  33/0.28 = 108 ind ica tes  t h a t  

l e s s  than l$ of ,  t h e  accesses t o  t h e  core  memory a r e  required f o r  da ta  t r ans f e r s  t o  

o r  from magnetic t ape  and input-output un i t s .  

7,8  ' Summary and Conclusions 

The purpose of t h i s  chapter was t o  inves t iga te  t h e  f e a s i b i l i t y  of meeting 

t h e  input-output and aux i l i a ry  s torage requirements with commercially ava i lab le  

equipm'ent, The bulk of t h e  storage requirements can be met by one o r  more com- 

mercia l ly .avai lable  magnetic drums; add i t iona l  aux i l i a ry  storage requirements 

can barely be met by t h e  f a s t e s t  of magnetic t ape  u n i t s  now avai lable .  

For t h e  purposes f o r  which t h e  proposed computer i s  intended, t h e  input- 

output devices serve a s  a means of comrnunieation with human users  and, l e s s  f re -  

quently, with o ther  automatic devices, Presently ava i lab le  devices a r e  more than 

adequate when human l imi ta t ions  a r e  taken i n t o  account, and f o r  t he  l e s s  frequent 

fnput-output uses,  spec ia l  $q&pmmt can be obtained, 



'CHAPTER 8 . 

8.1 Introduction "\ 

- 
The purpose of t h i s  chapter iq t o  describe a design f o r  a. binary 

p a r a l l e l  ar i thmet ic  un i t .  The' ma jo,rity of t h e  

. ar i thmet ic  u n i t s  i n  binary d i g i t a l  computers 

now i n  existence a r e  composed of an accumulator 

r e g i s t e r  A, a  number r eg i s t e r  M, a  quotient  

r e g i s t e r  Q, an adder, and one or  more,comple- 

.meriting c i r c u i t s ,  For asynchronous operation, . . 

t&poraxy accumulator and quotient  r e g i s t e r s  . . 
I . ,. 

(x and a) a r e  provided. Figure 8 , l  i l l u s t r a t e s  

t h e  interconnections and gates  (G) f o r  an 

ar i thmet ic  u n i t  employing a  comp1ernentar;r 

representa t ion :of negative numbers. 

- 
Figure 8.1 

- 
. . 

'Block ~ i ag ra rn  of a 
~onvent ionol  Arithmetic, U n i t  

Independent of t h e  s t r u c t u r a l ' d e t a i l s ,  addit ion i s  a basic  operation , 

of most of t h e  u n i t s  now i n  existence, with mul t ip l icat ion performed a s  a  sequence 
. . 

of condi t ional  addi t ions  and s h i f t s ,  .. The t ime a l l o t t e d  t o  addi t ion i s  su f f i c i en t l y  

long t o  allow f o r  t h e  worst case of a carry  propagating from the  l e a s t  s ign i f ican t  

d i g i t  t o  t h e  most s ign i f ican t  d i g i t  of t h e  adder. Multiplicationv requires,  f o r ,  a 

mu l t i p l i e r  with n  non-sign d i g i t s ,  n  s h i f t s  and, on t h e  average, n/2 addi t ions .  

M-ethods have been proposed f o r  increasing t h e  speed and eff ic iency of 

t he  ar i thmet ic  uni t .  These include: 

1. Use of c i r c u i t r y  t o  generate a ncarry-completion" s igna l ,  ('?, i O e e 9  

t o  ind ica te  t h e  completion of t h e  ( longest )  c a r r y  sequence i n  each 
. .  - addit ion.  The average longest  ca r ry  sequence i s  on t h e  osden of 

1. B .  G i l ch r i s t ,  J. H. Pomerene, and. S, ,,Y. Wong: . "Fast Carry Logic f o r  D ig i t a l  
Computers1: IRE Trans. on Electronic Computers, vol .  EC-4, no. 4, .pp, 133-136, 
December 1955. - .  



logp n d i g i t s  f o r  random addends, each with n non-sign d i g i t s ,  

i n  contras t  wit11 t h e  worst case of: a ca r ry  sequence over n 

d i g i t a l  posi t ions  now provided f o r .  

2. Use of separate carry  s torage during mul t ip l icat ion w i t h  

assilriilation of c a r r i e s  at, t h e  end o:f t h e  n~u. i t ip l icat ion opera- 
t i on .  (2)(3'(41 Aside fro& t h e  f i n a l  ass imila t ion,  t h e  time 

devoted t o  carry propagation i s  equivalent t o  a t o t a l  of 2n 

d i g i t s  during t h e  n-step process. 

3 .  Recoding of t h e  mul t ip l i e r  i n to  d i g i t s  u11icl.1 a r e  -1 a s  wel l  a s  0 

and 1 i n  such a way t h a t  t h e  number of non-zero d i g i t s  and conse- 

quently the  number of uses of t h e  adder, i s  reduced. (51  A reduc- 

t i o n  from on the  average n/2 t o  approximately n/3 addi t ions  o r  

subtractions,  can be achieved. Furtkiermore, it i s  possible t o  

s h i f t  two d i g i t a l  posi t ions  a t  each s tep ,  thereby halving t h e  

number of gat ing operations f o r  s h i f t s ,  without i n 6 r e a ~ i . n ~  t h e  

hardware requiqements except f o r  a condi t ional  doubling c i r c u i t .  
i. 

It i s  t h e  goal  i n  t h e  design presented here t o  .exploit t h e  proposals 

l i s t e d  above a s  e f f i c i e n t l y  a s  possible.  I n  pa r t i cu l a r ,  t h e  use of separate  

carry  s torage i s  extended t o  include a sequence of ar i thmet ic  operations; 

numerical r e s u l t s  a r e  represented with c a r r i e s  unassimilated whenever possible.  

Carry completion c i r c u i t r y  i s  used i n  two ways: 

1. For t he  complete ass imila t ion of c a r r i e s  when t h e  conventional 

representation i s  required, 

2. For a p a r t i a l  ass imila t ion t o  t h e  sign d i g i t ,  when t h e  sign of 

t h e  unassimilated number must be known. 

2. G. Es t r in ,  B.  Gi lchr i s t ,  and 3 .  H .  Pornerene: "A Note on High-Speed D ig i t a l  
b'lultiplicat iontb,  IRE Trans. on Blect ronic Computers, vol . -5, no. 3 ,  
p. 140, September 1956. 

3 .  J.  6. Robertson: "Preliminary Design of an Arithmetic Unit f o r  Use with a 
Self-checking Binary P a r a l l e l  Digital Computer", D ig i t a l  Computer Laboratqry 
Report No. 19, June 1950. 

4, Project  Whirlwind: "Mhirlwind I Computer Block Diagramsn, Report R-127-1, 
vol .  1, p. 23, M.I .T. ,  September 1947. 

5. The method of mul t ip l i e r  recoding was described t o  t h e  author by David J, Wheeler 
i n  1951. It  has recen t ly  been re invest igated a t  t h e  University of London, t h e  
National Bureau of Standards, and Aberdeen Pmving Ground, Maryland. The method 
i s  similar t o  t h a t  described i n  

Booth and Booth, Automatic D ig i t a l  Calculators,  
Academic Press,  Inc . ,  I4ew''Yonk; 1953, pp. 44-47 

although t h e  l a t t e r  do not f u l l y  exploi t  t h e  advantages of t h e  method, 



Hardware requirements f o r  t h e  proposed design a r e  such t h a t  t h e  accumulator,  (and 

temporary accumulator) a r e  augmented by a  c a r r y  r e g i s t e r  (and temporary c a r r y  

r e g i s t e r ) .  The adder i s  replaced by a  quasi-adder of equal  complexity. A 

c i r c u i t  f o r  a s s i m i l a t i o n  of s to red  c a r r i e s  i n  t h e  c a r r y  r e g i s t e r  with t h e  con<ents 

of t h e  accumulator i s  a l s o  required f o r  conversion t o  t h e  conventional  repre-  

sen ta t ion ;  it i s  proposed t h a t  c i r c u i t r y  a l s o  be provided f o r  genera t ing  comple- 

t i o n  s i g n a l s  f o r  c a r r i e s  propagating dur ing  t h e  a s s imi la t ion .  

The r ami f i ca t ions  of t h e  requirement t h a t  numerical r e s u l t s  be he ld  i n  

unass imi la ted  form whenever poss ib le  a r e  extens ive .  They include:  

1. The bes t  choice f o r  r ep resen ta t ion  of negat ive  b ina ry  f r a c t i o n s  

f s t h e  twos s complement representa t ion .  

2. An e n t i r e l y  new a n a l y s i s  of overflow i s  necessary.  
'.. ..I 

These two statements  can be p a r t i a l l y  j u s t i f i e d  by not ing  some f e a t u r e s  of a  

number, represented i n  unass imi la ted  form. F i r s t ,  t h e  s ign  of t h e  number i n  some 

I cases  ' is not  known u n l e s s  c a r r i e s  a r e  a s s imi la t ed ,  and second, with two r e g i s t e r s  
- I used f o r  r ep resen ta t ion  of unassimilated numbers, t h e  ranges of numbers repre- - 

sented  i n  t h e  two r e g i s t e r s  can be  extended during some sequences of c a l c u l a t i o n s .  - 
. . 

I n  c o n t r a s t  t o  conventional  r ep resen ta t ions ,  t h e r e  can b'e unce r t a in ty  e i t h e r .  a s  . . - - 

I t o  t h e  s i g n  o r  a s  t o  t h e  range, but no t  both. A s  i s  d iscussed  i n  d e t a i l  i n  l a t e r  

s e c t i o n s ,  t h e  s ign  unce r t a in ty  d i c t a t e s  t h a t  a r i t h m e t i c  methods be independent of . . 

s ign  i n s o f a r  a s  poss ib le ,  Thus, one of t h e  complementary r ep resen ta t ions  of 

nega t ive  numbers i s  p r e f e r a b l e  t o  t h e  s igned absolu te  value f o r  a d d i t i o n  and sub- 

t r a c t i o n ,  s i n c e  the  l a t t e r  r ep resen ta t ion  r equ i re s  an inspec t ion  of t h e  s ign  o f  

t h e  d i f f e rence  of two a b s o l u t e  va lues .  A d e t a i l e d  a n a l y s i s  of s h i f t i n g  between 

A and Q during m u l t i p l i c a t i o n  i n d i c a t e s  t h a t  in spec t ion  of s i g n s  i s  a t  t imes  

requi red  f o r  t h e  one1 s complement r ep resen ta t ion ,  but  not  f o r  t h e  two 's  comple- 

ment r ep resen ta t ion .  

The range unce r t a in ty  f o r  unass imi la ted  numbers poses problems i n  

overflow det 'ection. I n  b r i e f ,  t h r e e  s i t u a t i o n s  must be recognized. 

1. It i s  apparent  from t h e  unassimilated d i g i t s  t h a t  overflow has  - 
occurred. 



2 .  Overflow cannot b,e detected from the  unassimilated d i g i t s ,  bu.L 

would be detected i f  c a r r i e s  brare assil.iil3'ted. 

3. No overflow has occurred. 

The two overflow cases a r e  c a l l i d  unassimilated overflow (case 1 )  and assimilated 

overflow (case '2 ) .  An overflow ana ly s i s  i s  a necess i ty  f o r  an ar i thmet ic  un i t  

design, and i s  app l i cab l e ' t o  t h e  following: 

1. Detection of overflow i n  f ixed point  operations,  

2. Automatic scal ing f o r  f l oa t i ng  point operations,  

3 ,  Determining correct  procedures following overflow occurring tempor- 

a r i l y  during one s t ep  of a nlult ipl ication o r  d ivis ion.  

It w i l l  be shown t h a t  unassimilated overflow detect ion i s  su f f i c i en t  f o r  t h e  th ree  

, requirements, and t h a t  assimilated overflow detection i s  necessary only when 

assimilat'ion i s  required f o r  some reason.other  than overflow detect ion.  This 

approach' i s  consis tent  with t he  goal  t h a t  r e s u l t s  should be l e f t  i n  unassimilated 

f drm whenever possf b l e  . 
The mul t ip l icat ion method proposed incorporates t h e  following features:  

1. The mul t ip l i e r  i s  recoded t o  reduce t h e  number of addi t ions  o r  sub- 
' '  t r ac t ions .  The A l e s  f o r  recoding t he  mul t ip l i e r  a r e  such t h a t  no 

spec ia l  a t t en t i on  need be given t o  t h e  sign of t h e  mul t ip l i e r .  A 

f i n a l  s t ep  corresponding t o  t h e  sensing of t h e  sign d ig i t  of t h e  

.mul t ip l ier  i s  required, regardless  of  t h e  mul t ip l i e r  sign. 
. . 

2 .  No spec ia l  a t t en t i on  need be given t o  t h e  sign of t h e  multiplicand 
a I " 

i f  t h e  accumulator can cor rec t ly  accumulate e i t he r  pos i t ive  o r  
. . . ,  

negative p a r t i a l  products. Ekpl ic i t ly ,  successive p a r t i a l  products 
. ' 

p k  (held i n  t h e  accumulahor) a r e  re la ted  by t h e  equation 

: where t h e  recoded mul t ip l i e r  d i g i t  gn - i s  -1, 0 ,  o r  +1. The 

x)my exceed range, but a s  a r e s u l t  of t h e  s h i f t  s m b k  + Jmwk 



( i e  mul t ip l icat ion by 1/2), t h e  new p a r t i a l  p o d u c t  pk+l i s  

again within range. The problem i s  one of determining t h e  cor rec t  

sign d i g i t  t o  be inse r ted  i n t o  t h e  accumulator during t he  r igh t  

s h i f t ,  and i s  c lose ly  re la ted  t o  t h e  problem of detect ion of 

overflow i n  add i t ion  and subtract ion,  

3 .  The use of a  separate ca r ry  s torage r e g i s t e r  i n  associa t ion with 

t h e  accumulator poses a  problem during t h e  r i gh t  s h i f t .  The l e a s t  

s ign i f ican t  d i g i t  of t h e  accumulator must be ass imila ted and t rans-  

fe r red  i n t o  t h e  quotient  r eg i s t e r .  Further d i f f i c u l t i e s  would 

a r i s e  i n  sh i f t i ng  one d i g i t  from A t o  Q, pa r t i cu l a r l y  f o r  t h e  multi- 

p l i e r  recoding proposed, i f  negative numbers a r e  represented i n  any 

form o ther  than twoss  complement. 

The non-restoring d iv i s ion  process seems most su i t ab l e  f o r  t h e  ar i thmet ic  

u n i t  proposed. For a  d iv i so r  y  i n  M (Figure 8.1) and p a r t i a l  remainders 

r (k  = 0, 1, e . ,  n)  i n  A and c, t h e  process i s  described by t h e  recursion k  
re la t ionsh ip  . 

where t h e  s ign i s  chosen i n  such a way t h a t  t h e  equation 1 rkl 5 I Y I  i s  s a t i s f i e d  

f o r  each k, provided only t h a t  t h e  dividend ro s a t i s f i e s  ro 5 y . I I  I I  
I n  order  t o  choose t h e  proper s ign f o r  t h e  recursion re la t ionsh ip ,  t h e  

s ign 0f rk nust be known. I n  t h e  proposed design, rk would be t rans fe r red  with 

a l e f t  s h i f t  f r o m  A and C t o  form 2rk i n  A and C, i n  p a r a l l e l  with t h e  p a r t i a l  

ass imila t ion @f r t o  determine i t s  sign. The f a c t  t h a t  t h e  p a r t i a l  a ss imi la t ion  k 
and t h e  s h i f t  can be para l l e led  f o r  non-restoring d iv i s ion ,  i n  contras t  t o  

r e s to r ing  divis ion,  d i c t a t e s  t h e  choice of t h e  d iv i s ion  process, For a r e e t o ~ i n g  

divie ion,  the div i sor  i s  subtracted from ( o r  added t o )  t he  p a r t i a l  remainder t o  

form a t e n t a t i v e  p a r t i a l  remainder. The s ign of t h e  t e n t a t i v e  p a r t i a l  remainder 

i s  then  sensed (by a  ca r ry  ass imila t ion t o  t h e  s i gn  d i g i t )  t o  determine whether 



the ,  t e n t a t i v e  p a r t i a l  remainder i s  ,gated from t h e  adder t o  A and o r  t h e  o ld  

p a r t i a l  remainder i s  gated from A and C t o  72 and -6. To summarize, t h e  s t e p s ,  

i n  o rde r  of t h e i r  occurrence,  a re :  

Ees tor ing  d i v i s i o n  Non-restoring d i v i s i o n  

1. Subtrac t  ( o r  add) d i .v isor  i n  M 1, Subtrac t  o r  add d i v i s o r  i n  

from p a r t i a l  r e m i n d e r  i n  A ,  C .  M.f.ro:n A and 'C .  

2. AssirrLlate t o  s ign  from adder. 2 .  T rans fe r  t o  and c .  
3.  Trans fe r  t o  A and c.  3. Transfer  p a r t i a l  remainder 

from A and t o  A and C 1;ci.th 4 .  Tral-~sfer  from 1 and t o  A and 

C with l e f t  s h i f t .  
l e f t  s h i f t .  

Assirnilate t o  s ign  d i g i t ,  

None of t h e  s t e p s  f o r  r e s t o r i n g  d i v i s i o n  can be pa ra l l e l ed ;  s t e p s  3 and 4 of t h e  

non-restoring d i v i s i o n  can  b e  p a r a l l e l e d .  I n  r e s to r ing  d i v i s i o n ,  s t e p  3 i s  

cond i t iona l  on tile s ign  determined i n  s t e p  2; i n  non-restoring d i v i s i o n ,  s t e g  1 

i s  cond i t iona l  on s t e p  4 and can proceed a f t e r  both s t e p s  3 and 4 a r e  complete. 

The non-restoring d i v i s i o n  method requ i re s  t h a t  t h e  ass i ro i la tor  be connected t o  

72 and c, r e s t o r i n g  d i v i s i o n  r equ i re s  a  con'nection t o  t h e  adder; f o r  c i r c u i t  

reasons t h e  former seems p re fe rab le  . 
A reduct ion  i n  d i v i s i o n  time can be achieved i f  t h e  d i v i s o r  7 i s  . - 

standardized t o  l i e  i n  t h e  range 1/2 5 y 1, a s  would be t h e  case  f o r  con- I l -  
v en t iona l  f l o a t i n g  poin t  opera t ion .  I n  sone ins t ances ,  t h e  p a r t i a l  remainders 

can be s h i f t e d  l e f t  u n t i l  t h e  q u a n t i t y  i n  A and C i s  standardized;  i . e , ,  f o r  . 

non-restoring d i v i s i o n ,  u n t i l  1/2 5 2rk 5 1. The number of u s e s  of t h e  adder I I 
and a s s i m i l a t o r  i s  thereby reduced, and i f  s h i f t s  of more t h a n  one d i g i t a l  

pos i t ion  a r e  a v a i l a b l e ,  t h e  number of ga t ing  opera t ions  can b e  reduced, with a 

consequent reduction i n  s h i f t i n g  t.5,.me. 

The method i s  a p p l i c a b l e  t o  both  r e s t o r i n g  and.non-restoring d i v i s i o n ,  

although s p e c i a l  t reatment  of t h e  quo t i en t  d i g i t s  i s  requi red  f o r  t h e  l a t t e r ,  

I n  a  conventiorial non-restoring d i v i s i o n ,  t h e  d i v i s o r  i s  e i t h e r  sub t rac ted  o r  

added., with +11 s and -1' s,  r e spec t ive ly ,  i n s e r t e d  a s  quo t i en t  d i g i t s ,  A 



r e l a t i v e l y  t r i v i a l  conversion t o  t h e  two' s complement r e p r e s e n t a t i o n  i s  t h e n  

made. I n  t h e  proposed method, t h e  s h i f t  would r e q u i r e  t h e  i n s e r t i n g  of 0 as a 

q u o t i e n t  d i g i t .  It i s  p o s s i b l e  t o  d e v i s e  a s e r i a l  method f o r  conversion of 

q u o t i e n t  d i g i t s ,  which a r e  +1, 0 ,  o r  -1, t o  convent iona l  b inary  form. The 

method r e q u i r e s  t h a t  one reversed  t e r n a r y  d i g i t  be he ld ,  and t h e  conversion t o  

b ina ry  i s  made one s t e p  l a t e r  on t h e  b a s i s  of t h e  s i g n  of t h e  new p a r t i a l  

remainder.  . 

. . 

8.2 Sepa ra t e  Carry S to rage  i n  a Binary Ar i thmet ic  Unit  

The s t r u c t u r e  o f  a conven t iona l ' b ina ry  adder  i s  i n d i c a t e d  i n  block 

diagram form i n  F igure  8.2, i n  which t h e  symbols r ep re sen t  c i r c u i t s  whose opera- 

s = ai @mi @ c i  
i 

c = ( a .  a m .  ) c .  v a m i-1 1 1 1  i i 

i = 0, X, . . . , n,  where n denotes  t h e  l e a s t  s i g n i f i c a n t  d i g i t  

F igu re  8,2? Conventional Adder 
. . 



,Lions are  surwlitrieed i n  Table 8.1. 

Table 8.1 

I Y 1 X ~ Y  x .-y "-O+Y x v y  1 "y x 3 s  
---,-.- . =-.- .,., .....- 1 

I n  a  conventional p a r a l l e l  asynchronous a r i thmet ic  u n i t ,  t h e  d i g i t s  ai ( i  = 0 ,  . . ., n )  

represent  b inary  d i g i t s  of an accumulator r e g i s t e r  A ,  t h e  m. a r e  d i g i t s  of a  
1 

number r e g i s t e r  M, t h e  s. a r e  sum d i g i t s  t o  be  gated t o  a  temporary accumulator A,  
1 

and t h e  c. a r e  c a r r y  s i g n a l s  i n t e r n a l  t o  t h e  adder.  The index i, f o r  each r e g i s t e r ,  
1 

has t h e  va lues  0 ,  .l, . . . , n, where n  denotes t h e  l e a s t  s i g n i f i c a n t  d i g i t .  'The 

u l t ima te  speed of  t h e  conventional adder i s  l imi ted  by t h e  f a c t  t h a t  s u f f i c i e n t  

t ime must be a l l o t t e d  f o r  t h e  c a r r y  t o  propagate from t h e  l e a s t  s i g n i f i c a n t  t o  

t h e  most s i g n i f i c a n t  d i g i t a l  pos i t ion .  

I f  r e g i s t e r  s torage  f o r  c a r r i e s  i s  provided, t h e  c a r r y  chain can be  

broken e i t h e r  a t  p o i n t s  A o r  po in t s  B of Figure 8.2. For reasons given i n  

following sec t ions ,  breaks a t  point  B a r e  preferable ,  and l ead  t o  t h e  l o g i c a l  

s t r u c t u r e  of Figure 8,3.  I n  Figure 8,3 ,  t h e  d i g i t s  bi would be gated t o  a  

temporary c a r r y  r e g i s t e r  and d i g i t s  c  a r e  held i n  t h e  c a r r y  r e g i s t e r  C. The 
i 

l o g i c a l  s t r u c t u r e  of Figure 8.3 toge the r  with t h e  r e g i s t e r s  A ,  A, C, c, and M 

and s u i t a b l e  in terconnect ing  ga tes ,  i s  s u f f i c i e n t  f o r  sequences of a d d i t i o n s  

and sub t rac t ions ,  inc luding sequences requi red  f o r  mul t ip l i ca t ion .  'The t r u e  

sum a t  any given i n s t a n t  of time would be found by a s s i m i l a t i n g  t h e  contents  of 

A and C , o r  a l t e r n a t i v e l y ,  of and' e', 



Figure. 8.3.. . ' ; .  ~ r o ~ o a e d ,  . .  . ."Adderu . . .S t ructure  . .# 

8,3 ' separate  Carry Storage f o r  an Arbitrary Radix 
. . 

The process.of addi t ion of an augend i n  unassimilated form and an. 

addend i n  ass imila ted form f o r  an a r b i t r a r y  i n t eg ra l  radix  r can be viewed . . a s  

consigt ing of two s teps ,  a s  . i l l u s t r a t e d  f o r  t he  decimal system i n  Example 8.1. 

Each s t e p  involves, f o r  each d i g i t a l  posi t ion,  t h e  formation of a d ig i twise  sum, 
. . 

with t h e  carry-  su i t ab ly  displaced and s tored separately from t h e  sum (modulo r )  

. that may a r i s e .  During t h e  f i r s t  s t ep ,  d igi twise  sums and ca r r i e s  a r e  generated 

from corresponding addend and augend d i g i t s ;  during t h e  second s tep,  sums and 

c a r r i g s  a r e  formed from t h e ' r e s h t s  of t h e  f i r s t  s tep.  The f i n a l  sum.is repre- 



sented  as a s e t  of d i g i t s  modulo r with a n  a s s o c i a t e d  s e t  o f  b i n a r y  carry d i g i t s .  

The formation of t h e  convent iona l  r ep re sen ta t ion  of t h e  sum from t h e  two s e t s  of 
C d i g i t s  ( c a r r y  a s s i m i l a t i o n )  i s  equ iva l en t  t o  a n  a d d i t i o n  of t h e  d i g i t w i s e  sums 

and c a r r i e s .  The second s t e p  i s  r equ i r ed  i n  o r d e r  t h a t  t h e  proper ty ,  
- 

"i-f ci =.l  then ai = 0" be preserved under a d d i t i o n .  - 

x = .157 

Example 8 , l  

One f e a t u r e  of t h e  a d d i t i o n  wi th  s e p a r a t e  c a r r y  s to rage  i s  t h a t  assimi-  

l a t i o n  i s  no t  r equ i r ed  du r ing  a sequence of a d d i t i o n s .  The unass imi la ted  augend 

i s  represented  by d i g i t s  ai (ai = 0, 1, . . . , r-1) and c a r r i e s  ci (ci  = 0 ,  l ) ,  

t h e  addend i s  represented  by d i g i t s  mi (mi = 0 ,  1, . . . , r - l ) ,  where t h e  index  i 

i n c r e a s e s  wi th  decreas ing  s i g n i f i c a n c e  of t h e  d i g i t a l  p o s i t i o n .  The a. and ci 
1 

a r e  r e s t r i c t e d  t o ,  values such t h a t  i f  ci - = 1, t h e n  ai = 0 .  The f i r s t  s t e p  i n  

forming t h e  sum i s  

u 5 mi + ai modulo re i 

If c ~ - ~  = 0 end m. + a. P t h e n  ki-l = 1. 
v 1 1 

If ci I = 0 and mi + a < r ,  then ki = 0. - i - 



It should be noted t h a t  t h e  r e s t r i c t i o n  ci - l . =  l j a i  = 0 insures  t h a t  no 

car ry  can a r i s e  from the  sum m. + a t o  in terfereawith  t h e  unassimilated 
1 i 

car ry  c ~ - ~ .  The second s tep  i s  then.  

'i ui 
+ k.  modulo r, 

I 

bi-l = 1 i f  u. 1 + ki 2 r, 

Since u = 0, 1, ..., r-1; and ki = 0 o r  1, it follows t h a t  bi = 1 only i f  
i - 

u, = r-1, ki = 1, and there fore  bi = l j s i  = 0. It i s  t h u s  possible t o  use 
I - 

t h e  b, and s, a s  augend ( c f .  c a .  ) i n  a subsequent addi t ion.  For t h i  binary 
I I iZ 1 

system ( r  = 2) ,  t he  equations a re :  

where t h e  binary d i g i t s  a r e  r e l a t ed  by Boolean operations defined i n  Table 8.1. 

It should be noted t h a t  t h e  above equations agree  with those  found by 

t h e  a l t e r n a t i v e  method of considering modifications of a conventional binary 

adder. 

8.4 Binary Subtraction 

I n  an ar i thmet ic  uni t  with negative numbers represented i n  two's comple- 

ment form, subtract ion i s  performed a s  an add i t ion  of  t h e  d ig i twise  complement of 

t h e  subtrahend ( i n  M)  t o  t h e  minuend ( i n  A and C )  with a ca r ry  inse r ted  i n t o  t h e  

l e a s t  s i gn i f i c an t  d i g i t  of t h e  adder. For t he  quasi-adder with separate  ca r ry  

storage,  t h e  l e a s t  s i gn i f i c an t  d i g i t s  of a sum are:  



By analogy with a  conventional addi t ion , ,  t h e  d i g i t  cn i s  zero f o r  add i t ion  and 

i s  one f o r  subtrac t ion,  I n  e i t h e r  case,  b  i s  always zero. I f  c  were t o  be n  n  
in te rp re ted  a s  an unassimilated ca r ry  d i g i t  r e s u l t i n g  from an addi t ion  o r  sub- 

t r a c t i o n ,  it would fol low t h a t  cn - - bn 
= 0; it i s  t h e r e f o r e  poss ib le  t o  rein- 

t e r p r e t  cn as a  ca r ry  i n s e r t i o n  signal generated by t h e  c o n t r o l  c i r c u i t s .  

I 8.5 Carry Assimilation 

An important Consequence of se lec t ing  po in t s  B o f  Figure 8,2 a s  t h e  

break po in t s  i n  t h e  c a r r y  chain i s  t h a t  t h e  d i g i t s  si and bi - of t h e  ith d i g i t a l  

pos i t ion  cannot simultaneously be ones. This  r ead i ly  fol lows i f  we t a k e  ui and 

k.  a s  defined i n  sec t ion 8.3 f o r  . r ad ix  2 
1 

and note  t h a t  s = u. @k., biml = ui0 ki, i 1 1 

and note  f u r t h e r  t h a t  s i bi-l = (ui @ hi) (ui k  = 0. 

For ca r ry  ass imi la t ion ,  we f irst  assume t h a t  a  f u l l  adder of t h e  

s t r u c t u r e  of Figuqe 8.2 i s  required,  with inpu t s  si and bi, with i n t e r n a l  c a r r y  

di, and with sum d i g i t s  ai. The equations f o r  c a r r y  ass imi la t ion  a r e  then 

lfJe now show t h a t  b  a di = 0 fol lows from si bi,l = 0, by induction on i. For 
i 

i = n, dn = 0, the re fo re  bndn = 0. The induction hypothesis i s  bi di = 0. 

I f  di = 1, then s. must equal 1, implying t h a t  b  = 0 and bi = 0. - 1 i-1 - - 
r If bi - = 1, then si = 0 and di - 0 .  The ca r ry ' a s s imi la t ion  equations 

can the re fo re  be s impl i f ied  t o  

a  = si @ (b. v di) i d .  a =  s .  ( b i w d i ) .  
1 1-1 1 

-18 5 - 



Thus t h e  c i r c u i t r y  f o r  ca r ry  ass imila t ion i s  approximately half  a s  complicated 

a s  t h e  c i r c u i t r y  f o r  a conventional adder. 

  he remarks o f  t h e  preceding paragraph a r e  based upon use  of a con- 

vent ional  ca r ry  chain in the  carry  ass imila t ion c i r c u i t r y ,  r a ther  than ca r ry  

completion c i r cu i t ry .  

The completion of t h e  longest  ca r ry  sequence during an ass imila t ion 

can be sensed by use of a zero' s ca r ry  s igna l  dp a s  wel l  a s  t h e  usual  one' s 
1 car ry  s i gna l  die The Boolean equations f o r  ass imila t ion w i t h  a c a r r y  completion 

s i gna l  a r e ,  f o r  the  ith d i g i t a l  posit ion:  

where g and h a r e  s ignals  i n i t i a t i n g  t h e  ass imila t ion and ind ica t ing  t he  comple- . 

t i o n  of c a r r i e s ,  ' respectively.  

1 
I n  operation,  g i s  i n i t i a l l y  0, and dy = di = 0, f o r  each i. When' 

ass imila t ion i s  desired,  g becomes l9 and a t  any one d i g i t a l  posit ion,  one of 

t h r ee  operations w i l l  occur. 

1. A zero 's  carry  w i l l  a r i s e  i f  s = 0. i 

2. A onet s ca r ry  w i l l  a r i s e  i f  s = b. = 1. 
i 1 

0 
3 .  If si = 1 and bi = 0 ,  e i t h e r  a zero1 s carry  d o r  a one 's  carry  

i-1 
0 

w i l l  be a f t e r  t h e  corresponding carry  di o r  d l  ii di-l i 
generated by t h e  next d i g i t a l  posi t ion t o  t h e  r igh t .  

When e i t h e r  a one's c a r ry  o r  zero1 s ca r ry  i s  generated a t  every d i g i t a l  posi t ion,  

campletion of carries i s  s ignal led by h = 1. 



Alternatively,  carry assimilation could be performed by converting 

the s t ruc ture  of Figure 8.3 t o  t h a t  of Figure 8.2 by su i tab le  switching c i r c u i t s .  

It appears t h a t  switching c i r c u i t s  f o r  such conversions a r e  a s  complicated a s  

those f o r  separate carry assimilation described i n  the  preceding paragraphs, and 

have the fur ther  disadvantage of increasing the number of c i r cu i t s  through which 

the carry must--propagate . 
For maximum speed of operation, carry ass imilat ion should be performed 

only when absolutely necessary; namely, when the  number i n  A i s  t o  be t ransferred 

elsewhere; or  i n  pa ra l l e l  with some other operation; e.g., reading from core 

storage. For sign conditional operations, such a s  those which occur i n  divis ion 

and sign conditional jumps, it i s  proposed t h a t  t he  sign d i g i t  carry completion 

s ignal  be used t o  indicate  t h a t  the  sign has been correct ly  determined. 

8.6 Analvsis of Overflow: Introduction 

The study of the  behavior of an accumulator with separate carry storage 

requires an explanation of the  representation of numbers with car r ies  separately 

s tored.  Overflow analysis  is done la rge ly  by analogy with conventional overflow, 

but i s  complicated not only by the  f a c t  t h a t  the  number representation i s  unfamiliar 

but a l s o  by the  f a c t  t h a t  car r ies  propagate t o  the  l e f t  and must be disposed of 

i f  the  number representation is  t o  be consis tent .  

Precisely what is meant by overflow must be redefined, since the  f a c t  

t h a t  car r ies  a r e  unassimilated introduces uncertainty as.  t o  t he  range of numbers 

represented; the  d i f f i c u l t i e s  seem la rge ly  conceptual and require  no exorbitant 

increase i n  equipment f o r  mechanization. 

An overflow analysis  i s  applicable i n  two s i tuat ions:  

1. Detection of overflow during the fixed point operations of l e f t  

s h i f t  and addit ion or  subtraction and the  equivalent problem of 

scal ing f o r  f l oa t ing  point .  

2 .  Analysis of the  r epe t i t i ve  s teps  performed during a multiplication 

or  a division.  Although overflow is temporarily permitted t o  

occur, t he  product or  quot ien t  may be i n  range. 



The l a t t e r  s i t ua t i on  i s  t o  be dist inguished from the  detect ion of weir- ' 

flow i n  a product o r  qubtient; overflow ' 'detection i n  these  cases i s  described, 

respect ively ,  with t h e  discussions of mul t ip l icat ion and divis ion procedures. 

8.7 Conve,ptional 0ve.rflow Analysis 

The ana lys i s  i s  r e s t r i c t e d  t o  binary f r ac t i ons  with negative numbers 

represented a s  complements with respect  t o  two; i . e . ,  a given number x l i e s  kn 

t h e  range -1 5.x (1 and i s  represented by binary d i g i t s  xo, xl, ..., x, such 
n 

t h a t  x = -xo +x 2-I 4. Overflow i s  s a id  t o  occur i f , a s  a r e s u l t  of some 
i =1 

ar i thmet ic  operation, a r e s u l t  x l i e s  outs ide  t h e  range -1 5 x 4 1. 

Overflow oan be detected i f  each r e su l t  x which may exceed rgnge i s  

represented as a complement with respect  t o  four;  i . e . ,  i f  t h e  r e g i s t e r  holding 

t h e  number x i s  extended one binary d i g i t  t o  t h e  l e f t .  The two d i g i t s  to t h e  

l e f t  of t h e  binary point  a r e  designated a s  xSl and %, and i nd i ca t e  t h e  range 

of x as follsws: 

x - ~  Xo range of x 

0 0 0 ~ x 4 1  

0 1 1 5 x < 2  

1 0 -2'< - x c -1 

1 1 - 1 ( _ x < O  

For t h e  t a b l e  above t o  be cor rec t ,  a r e s u l t  x which m y  exceed t h e  

range -1 5 x < 1 must nonetheless rernain within t h e  range -2 i x < 2. This  

condit ion i s  obviously s a t i s f i e d  by a sum o r  di f ference of two operands which 

are f r a c t i s n s ,  and by t h e  r e s u l t  of t h e  doubling of a f rac t ion .  

A somewhat more general  viewpoint i s  u se fu l  f o r  t h e  discussions t o  

follow. A number x can be represented a s  a c o ~ l e m e n t  with respect  t o  2m by 

extending t h e  r e g i s t e r  i n  which x i s  held t o  t h e  l e f t .  There a r e  then m d i g i t s  

t o  t h e  l e f t  of t he  binary point ,  designated a s  x - ~ + ~ ,  x - ~ + ~ ,  -. , x - ~ ,  x , ~ ,  %. 



I n i t i a l l y ,  m i s  chosen s u f f i c i e n t l y  large ,  and a pa r t i cu l a r  value of an index 

k is found such t h a t  xek is a model of a l l  d i g i t s  t o  the  l e f t ,  l e e . ,  .- 
X = X = X = X - 

-m+2 - " ' -m+l -k-1 -k' 
I n  t h i s  context xo is a model of a l l  d i g i t s  

t o  t h e  l e f t  i f  t he  range -1 - ( x ( 1 is  not exceeded, and xml is a model of a l l  
- 

d i g i t s  t o  t h e  l e f t  i f  overflow occurs during one of t he  eledentary operations 
L of addition, subtraction,  o r  l e f t  s h i f t  of one d i g i t a l  posi t ion.  

8.8 Number Representation with Separate Carry Storage 

I n  an ar i thmet ic  u n i t  with separate carry  storage, a number x i s  

represented by two s e t s  of binary d i g i t s  a ao, al, . . ;' a and n 
C O ~  C'19 - 7  Cnel with t h e  ai i n  t h e  accumulator and t he  ci i n  t he  assbcia ted 
carry  r e g i s t e r .  s and c = 0 are models of a l l  d i g i t s  t o  t he  l e f t .  Employ- 

-1 -1 
ing t h e  re la t ionsh ip  c ~ , ~  ai - 0 f o r  i = 1, .,,, n we can deduce from t h e  d i g i t s  

a -1, "0' t h e  information bf Table 8 .2  concerning t he  r a q e  of x. 

Table 8 .2  

x l i e s  outs ide  t he  
rang& -1 < x < 1 - 

x i s  within the  
range -1 < x < 1 - 



In  essence, t h e  e f f ec t '  of the '  carr;? ass imi la t ion  i s  add i t ive  arid can,' i'f 

= 0 ,  ' i nc rease  t h e  sum 2a + (ao + c ) bj one u n i t .  I f  co = I, t he  
0 - 1 0 

ass imila t ion of c a r r i e s  w i l l  not a f f e c t '  t h e  sum 2a-l + (ao + c0) and t h e  

r e s u l t s  of t h e  conventional overflow.analysis  can be applied with 

+ xO = 2a + (ao + cO) [modulo 3. 2x- 1 -1. L . . 

From the  t a b l e  it i s  apaarent  t h a t  t h r ee  cases  arise: .  

Class  I 1. The unassimilated r e s u l t s  i nd i ca t e  d e f i n i t e l y  t h a t  x l i e s  

outs ide  t h e  range -1 5 x < 1. This  unassimilated overflow 

occurs when a -1' "0' and co have s t a t e s  001, 010, o r  011. 

2 .  The number x may or  may not  l i e  outs ide  the  range -15 x < 1 
a f t e r  ass imi la t ion.  (S t a t e s  000 and 100 of a-l, ao, and co) 

3 .  The number x i s  d e f i n i t e l y  i n  t h e  range -1 5 x < 1. ( s t a t e s  

101, 110, ill of a-l, ao, and c0) . 
- It i s  important t o  df s t inguish  between unassimilated overflow (case 1 )  - 

and ass imila ted overflow which may occur i n  Case 2. For 'convenience i n  termi- 

nology, a number i s  s a id  t o  be Class I i f  unassimilated overflow has occurred, 
. . 

and i s  sa id  t o  be Class I1 otherwise. 

It i s  necessary t o  consider two d i s t i n c t  representa t ions  of numbers; 

t h e  unassimilated representat ion i n  t h e  accumulator and ca r ry  r e g i s t e r s  and t h e  

conventional (ass imi la ted)  representat ion elsewhere. The function of t h e  ca r ry  

ass imi la to r  is t o  convert from t h e  unassimilated representa t ion t o  t he  con- 

vent ional  one; t h e  conventional representat ion i s  a spec ia l  case of t he  unassimi- 

l a t e d  representat ion,  with t he  ca r ry  r e g i s t e r  zero. 

8.9 Method o f  Analysis f o r  Overflow 

The representa t ion of a number i n  t h e  accumulator and ca r ry  r e g i s t e r s  

comparable t o  t h e  Itin range" conventional representa t ion i s  t h a t  of a Class I1 " 
number (no unassimilated overflow) with a and c - ~  = 0 model d i g i t s  f o r  a l l  -1 



d i g i t s  of g r e a t e r  s igni f icance .  With a Class  I1 nurnber a s  an operand, t h e  r e s u l t  
t 

of an opera t ion  kri l l  n o t ,  i n  genera l ,  be a Class 11 number, nor w i l l  t h e  rnodel 

d i g i t s  of t h e  r e s u l t  have t h e  sarne s ign i f i cance  as those  o f  t h e  operand. I f  t h e  

r e s u l t  i s  represented by d i g i t s  si and bi, then  t h e r e  i s  some value  of k 2 1 

such t h a t  s - ~  and Lk = 0 a r e  model d i g i t s  f o r  t h e  r e s u l t .  A p a r t i a l  assimi- 

l a t i o n  of  c a r r i e s  t o  t h e  l e f t  of and b w i l l  ensure t h a t  b-l = 0 i s  a model 0 
d i g i t  f o r  t h e  c a r r y  r e g i s t e r ,  however, i n  some s p e c i a l  cases  s i s  not  t h e  - 1 
model d i g i t  f o r  t h e  .accumulator r e g i s t e r *  ' It can be shown t h a t  unassimilabed 

overflow occurs i f ,  a f t e r  t h e  p a r t i a l  a s s imi la t ion ,  e i t h e r  

S-l i s  not  t h e  model d i g i t  f o r  t h e  s f o r  i 2 1, o r  
-i 

2.  s and b-l = 0 a r e  model d i g i t s ,  and t h e  r e s u l t  i s  a Class  I -1 
number. 

Thus, i f  t h e  operands a r e  i n i t i a l l y  Class  ]:I nurxbers, t h e  r e s u l t  i s  a l s o  Class  I1 

un less  unassiniilated 'overflow has occurred. 
' 

For t h e  a n a l y s i s  o f ' m u l t i p ~ i c a t i o n ,  it i s  necessary t o  show t h a t  i f  a 

p a r t i a l  pk i s  a Class I1 numbar, t h e n  t h e  next  p a r t i a l  Pk+l i s  
:.il:;~ a Class II nul!iber, where P ~ + ~  i s  formed by a right s h i f t  of  t h e  sum o r  

d i f fe rence  p + y ,  where y i s  t h e  assirni lated mult ipl icand.  For d i v i s i o n  a l e f t  
k - 

s t l i f t  of a p a r t i a l '  remainder r i s  followed by t h e  a d d i t i o n  o r  subtrac.l;ion of t h e  k 
d i v i s o r  y i n  such a way t h a t  1rkl 5 ( y 1, f o r  every k .  Thus, f o r  the  d i v i s i o n  

a n a l y s i s  it i s  necessary t o  show t h a t  i f  rk i s  Class 11, then  r i s  a l s o  a k+l . . 

Class I1 number. Overflow mag ,occur  temporar i ly  i n  e i t h e r .  case. 
t 

The n e t  r e s u l t  of t h e  a n a l y s i s  i s  t h a t  it i s .  poss ib le  t o  perform a 

sequence of a r i t h m e t i c  opera t ions  tr i thout  c a r r y  ass i r i~ i la t ion . .  Fo'r, overflow 

detec t ion ,  it i s  s u f f i c i e n t  t o  d e t e c t  unassimilated overflow during t h e  sequence 

of opera t ions  and t o  ,detect conventional overflow when t h e  r e s u l t  of t h e  sequence. 

of opera t ions  is,.assi&lated, Carry a s s i m i l a t i o n  i s  n o t  requi red  f o r  e i t h e r  

overflow d e t e c t i o n  o r  f o r  . a  mul t ip l i ca t ion  s t e p ,  but  i s  required during some. 
. .A  

s t eps  :of, ,  a d i v i s i o n  i n  o r d e r  t h a t  t h e  proper choice of add i t ion  o r  sub t rac t ion  

of: thp . .dipi s o r  can, be mads, . . .  . , 2 .  

d ., 
I L . r  . . 



8.10 Overflow-Detection: Left Sh i f t -o f  One Digi ta l  Posi-tion 

For a  l e f t  s h i f t  of one d i g i t a l  posi t ion we form the  s and b. t o  t he  
i 1 

l e f t  of the  binary point ( i  < 0 )  from the  ai and ci a s  follows: - 

Note t h a t  a  p a r t i a l  ass imilat ion of car r ies  t o  the  l e f t  of b  has been performed, 
0  

yielding b-l = 0 and s. a s  model 'digits .  I f  i n i t i a l l y  the  operand represented - 3 
by the  ai and c  was Class I1 (no unassimilated overflow) then the resu l t ing  s 

i i 
and bi of i n t e r e s t  a r e  (using coal = 0): 

The exceptional case f o r  which s  i s  not t he  model d i g i t  f o r  the  sei -1 
f o r  i > 1 is t h a t  case i n  which a  = 1, a. = 0, and co = 0. For t h i s  case, - -1 
inspection of Table 8.2 reveals t h a t  t he  range . o f . t he  corresponding operand x 

before t he  s h i f t  i s  -2 < x < .- 112; therefore  the  r e s u l t  y  .= 2x a f t e r  the  s h i f t  - 
i s  i n  the  range -4 < y < . -  1, and .overflow occurs. - 



F o r t h e  remaining cases, s serves a s  t he  model d i g i t  f o r t h e  
-1 . 

s ( i  2 1 )  In  these cases t h e  d i g i t s  s - ~ ,  so, and b can be inspected and 
-i 0 

t h e  shif ted r e s u l t  categorized a s  a Class I o r  Class I1 r e s u l t  i n  accordance 

with Table 8.2. It can ea s i l y  be ver i f i ed  t h a t ,  f o r  each of t he  possible 

Class I r e s u l t s ,  t h e  values of s = a and bo = cl a r e  such t ha t  t h e  correspond- 0 1 
ing range of t h e  unshifted operand would i nd i ca t e  t h a t  overflow would occur 

during t h e  l e f t  s h i f t ,  

I n  shor t ,  overflow detect ion during l e f t  s h i f t  involves sensing t h e  

spec ia l  case a = 1, a. = 0, and co = 0 before t h e  s h i f t ,  and detection of -1 
Class I numbeps. a f t e r  t h e  s h i f t ,  

8,11 Overflow Detection: Addition o r  Subtraction 

Since subtraction i s  executed a s  t h e  addi t ion of t h e  complement of , 

t h e  subtrahend, it i s  su f f i c i en t  without l o s s  of genera l i ty  t o  analyze t h e  opera- 

t i o n  of addi t ion only. Assuming t h a t  m i s  t h e  model d i g i t  f o r  t h e  addend, and 
0 

t ha t  c - ~  = 0 and a a r e  model d i g i t s  f o r t h e  augend, appl icat ion o f t h e  "addertt 
-1 

equations (Figure 8,3) : 

y ie ld s  so = a. @ mo @ k where k = sly Y cO 



Assimilat ion t o  t h e  l e f t  of bo, so y i e l d s  

where k = sly v coo 

The values of sL2, sLl and s a s  funct ions  of k ,  a,19 aO, and mo are . o  
summarized i n  Table 8.3.  I n  t h i s  t a b l e  a-l = 0 ,  a. = 1 i n d i c a t e  overflow i n  t h e  

i n i t i a l  augend, and need not be considered f u r t h e r .  Of  t h e  remaining cases st -1 - serves  as t h e  model d i g i t  except f o r  t h e  one case f o r  which k = a. - 0 ,  a-l = m = 1. 0 
Since k = a m v co = 0, then co = 0 and e i t h e r  ml o r  al i s  0. The two cases are :  

11 

1. a = 0 with a-l = 1, a. = 0,  cO = 0 imply t h a t  x i n  A and C is i n  
1 

t h e  range -2 .=_ x ( -1 and % = 1 impl ies  t h a t  m i n  M i s  i n  t h e  range 

-1 m < 0: t h e r e f o r e  t h e  sum s i n  A and e i s  i n  t h e  range 

-3 < - s < -1, and i s  ou t s ide  t h e  range -1 6 s ( 1. 

2. 5 = 0 with mo = 1 impl ies  t h a t  m i s  i n  t h e  range -1 L ' m  < -l/2 

and a = 1 , a 0  = 0, co = 0 imply t h a t  x i s  i n  t h e  ran(;c 
-1 

-2 2 x < -1/2, the re fo re  s i s  i n  t h e  range -3 5 s <. -1, and is.  

outs ide  t h e  range -1 2 s ( 1. 

Thus, f o r  addi t ion ,  overflow i s  detec ted  by t h e  usual  unassimilated overflow 

ch'eck on t h e  sum ( f o r  Class I r e s u l t s )  and by sensing t h e  s p e c i a l  case 



Table 8,3 

0 1. 0 1 1 0 .  1 See t e x t  

1 0  0 1 0 0 0 

1 0  ' 1  0 0 1 

1 0  1 1 0 0 " 1 I Overflow i n  A,C 

1 1  0 0 1 1 1 

8.12 Overflow Analysis: Addition o r  Subtraction Followed by a Eight S h i f t  

One s t ep  of a mul t ip l icat ion can be described by t h e  formula 

where x i s  t he  multiplicand i n  M, yn - i s  a d i g i t  of t h e  recoded mul t ip l i e r  

having one of t h e  values -1, Q o r  1, and pk and pk+l a r e  successive p a r t i a l  

products i n  unassimilated form in A and C. The quanti ty(% 
+ 'n-k x) i n  3 and 

i s  perolitted t o  exceed range, but pk+l i s  cor rec t ly  represented i f  t h e  d i g i t  

a' inse r ted  during t h e  r i g h t  s h i f t  i s  properly chosen. The operation w i l l  be -1 
cor rec t ly  performed i f ,  employing t h e  nota t ion of t h e  previous sect ion for t h e  

d i g i t s  of A and E representing t h e  sum, 



a1 = st ~i = bo 0 -1 

a i  = so e tc . ,  

.where t h e  a 1  and c! a r e  d i g i t s  of A and C r e p r e s e n t i n g . ~ ~ , ~ .  i 1 

It should be noted t h a t  t h e  d i g i t  all inse r ted  during t h e  r i gh t  s h i f t  

. .  does not necessar i ly  ind ica te  t h e  sign of pk+l. However, i f  s12 would have been 

changed by a s s imi l a t i on  of c a r r i e s  before t h e  s h i f t ,  then all would be s imi la r ly  

changed by ass imila t ion a f t e r  t h e  s h i f t ,  

a and mo respect ively  0, 1, 0 ,  and 1 The specia l  case of k ,  a-l, O ,  
requires  d i s s imi la r  treatment i n  de tec t ion  of addi t ion overflow from t h a t  re- 

quired f o r  a mul t ip l icat ion step.  The sum d i g i t  s12 need not be generated f o r  

overflow detect ion,  s ince  st = 0 and so = 1 by themselves ind ica te  overflow. 
-1 

The d i g i t  si2 i s  i n  t h i s  exceptional case necessary f o r  t h e  r i gh t  s h i f t  during 
' mul t ip l i ca t ion  f o r  in,sert ion a s  t h e  d i g i t  a t  Otherwise sL2 need not be -1' 

generated a t  a l l ,  'since st i s  t h e  model d i g i t  f o r  x, and all = a& = s1 would -1 -1 
be t h e  cor rec t  digits  i n  A f o r  pk+l a f t e r  t h e  r i gh t  s h i f t .  

8.13 Overflow Analysis: Lef t  S h i f t  Followed by an Addition o r  Subtraction 
Such That t h e  Result i s  i n  Range 

I 
Each s tep of a non-restoring divis ion can be' described by t h e  formula 

where y i s  t h e  d i v i s o r . i n  Id with d i g i t s  m. and r and rk+l a r e  successive 
. . 1 ' k 

p a r t i a l  temainders i n  1 and E with d i g i t s  si and b. representing r and d i g i t s  
1 k 

st i n d  b! representing .r . ' k+ l '  
The choice between addi t ion and subtraction i s  

i 1 

made i n  Juch a way t h a t  each r s a t i s f i e s  lrkl 5 I Y]  1, although 2rk may be 
k 

outs ide  t h e  range - 1 5 2 r k  c 1. The sign of rk i s  determined by a p a r t i a l  carry  



ass imi la t ion  t o  t h e  s ign  d i g i t ,  t h e  d i v i s o r  i s  subtr*;icted frsm 2rk i f  s i p s  of 

r and y  agree  and i s  added t o  2rk i f  s igns  of rk and y d isagree .  Th i s  a r i t h -  
k  I 

metic procedure guarantees t h a t  i f  i y , then  irk+l/ 5 I y ( .  It a l s o  I - I i 
guarantees t h a t  rk+l i s  wi th in  t h e  range -1 c r < 1, s ince  y i s  wi th in  t h i s  k 
range and r 1 1  I t  remains t o  be shown t h a t  s t  and bLl = 0 a r e  co r rec t  

-1 
model d i g i t s  f o r  rk+l. 

The analyses  of  previous sec t ions  f o r  t h e  l e f t  s h i f t  and add i t ion  and 

sub t rac t ion  can be appl ied  d i r e c t l y  t o  show t h a t  sf and bl l  = 0 a r e  c o r r e c t  - 1 
model d i g i t s  f o r  r k + l i f  t h e  d i g i t s  mi of t h e  d i v i s o r  y  a r e  chosen so t h a t  the  

r e l a t i o n  Irk( i l y (  5 1 i s  s a t i s f i e d ,  except f o r  t h e  s p e c i a l  case  f o r  which t h e  

d i g i t s  s , s and bo of rk a r e  r e spec t ive ly  1, 0 and 0. -1 0' 

I n  t h e  s p e c i a l  case ,  t h e  d i g i t s  ae2 and a-l of 2 r  a r e  unequal, so k  
- t h a t  t h e  assumption t h a t  a-l i s  t h e  model d i g i t  f o r  t h e  r e g i s t e r  A used i n  t h e  

addi t ion-subt rac t ion  a n a l y s i s  i s  v io la ted .  The r e l a t i o n  rk 5 y 5 1 imposes 

k  

I I I /  
r e s t r i c t i o n s  on t h e  d i g i t s  of r (and t h e r e f o r e  on 2rk)  and y ( o r  i t s  complement) 

such t h a t  we .need consider  only t h e  two cases: 

The values of sl, s2, and bl must be those  shown i f  r 2 -1; a l s o ,  f o r  t h e  
k  

s p e c i a l  case,  rk < -1/2 and the re fo re  mo = 0 ,  y = 1 i f  y  r By an I I I  
extension of t h e  add i t ion  analys is , .  it i s  e a s i l y  shown ths t ,  fok  r k+l' t h e  d i g i t s  

sf = sL1 = 1, sb = 0.  -2 Thus sll i s  t h e  c o r r e c t  model d i g i t  f o r  i n  t h e  s p e c i a l  

case 



I 
. . , . . . . . . .. . 

8% 14.. M u l t i p U ~ 4 k i o n :  I n t  reduction. . '. 

, . ~ h ~ " m u l t i p l i c a t i o n  procedure described 'here i s  t h e  r e s u l t  of .an i n v e s t i -  . 
g a t i o n  i n t o  methods o f  exp lo i t ing  t h e  r e l a t i v e l y  simple a r i thmet i c  u n i t  s t r u c t u r e  

of F igure  8.4; o r  some minor v a r i a n t  t h e r e o f .  Comparison of Fi&I*e 8.4 wi th  t h e  

1 l l i a c  a r i thn te t i c  u n i t  shown i n  Figure 8.1 i n d i c a t e s  t h a t  only equipment requi red  

f o r  sepa ra te  c a r r y  s to rage  has  been added. Although some s t u d i e s  have been made 

of more complicated s t r u c t u r e s  most e a s i l y  descr ibed  a s  b inary  ve r s ions  of 
. . 

e x i s t i n g  decimal a r i thmet i c  u n i t s ,  i t  i s  f e l t  t h a t  t h e '  bas ic  p r i n c i p l e s  can most 

e a s i l y  be presented i n  terms of  t h e  s t r u c t u r e  of Figure 8.4, and t h a t  t h e s e  

p r i n c i p l e s  can b e  appl ied  t o  multiple-adder o r  o the r  more complicated arrange- 

ments should it prove d e s i r a b l e .  

CARRY 
ASSIMILATOR 

QUASI- 
A D M R  

I 

. . 

Figure  8.4.-  . Block Diagram 
of t h e  Proposed Ari thmetic  Unit 



Without t h e  equivalent  of ntany adders a v a i l a b l e ,  mul t ip l i ca t ion  

n e c e s s a r i l y  involves a s e r i a l  o r  s e r i j l - p a r a l l e l  sensing of. t h e  mul t ip l ier . ,  and 

a sequence of condi t ional  uses  of t h e ' a d d e r ' a n d  s h i f t s .  

The sensing of t h e  m u l t i p l i e r  can begin with e i t h e r  t h e  most o r  t h e  - 

l e a s t  s i g n i f i c a n t  d i g i t .  I n  e i t h e r  case, t h e  accumulator must be augmented by 

a second r e g i s t e r ,  i f  a l l  d i g i t s  o f  t h e  double-length product a r e  represented.  

For i n i t i a l  sensing of t h e  most s i g n i f i c a n t  d i g i t ,  t h e  accumulator i s  extended 

t o  t h e  l e f t ,  with t h e  augmenting r e g i s t e r  holding t h e  most s i g n i f i c a n t  ha l f  of  

t h e  product; f o r  i n i t i a l  sensing of t h e  l e a s t  s i g n i f i c a n t  d i g i t ,  t h e  accumulator 

i s  extended t o  t h e  r i g h t ,  and t h e  augmenting r e g i s t e r  holds t h e  l e a s t  s i g n i f i c a n t  

ha l f  of t h e  product. Factors  a f f e c t i n g  t h e  choice of t h e  method of sensing t h e  

m u l t i p l i e r  include:  

1. t h e  d e s i r a b i l i t y  o f  providing f a c i l i t i e s  f o r  s h i f t i n g  both t o  t h e  

r i g h t  and t o  t h e  l e f t ,  

2. t h e  p o s s i b i l i t y  of holding i n  t h e  augmenting r e g i s t e r  both product 

d i g i t s  and m u l t i p l i e r  d i g i t s ,  

3 .  t h e  na tu re  of a u x i l i a r y  equipment requi red  f o r  th'e augmenting 

r e g i s t e r  . 
I n  regard t o  s h i f t i n g  f a c i l i t i e s ,  d i v i s i o n  requ i res  t h e  l e f t  s h i f t  and 

it seems d e s i r a b l e  t o  provide r i g h t  s h i f t i n g  f a c i l i t i e s  a s  wel l .  I f  t h e  r i g h t  

s h i f t  were not made a v a i l a b l e  t o  t h e  programmer, t h e  choice of  i n i t i a l l y  sensing 

t h e  most s i g n i f i c a n t  d i g i t  of t h e  m u l t i p l i e r  could r e s u l t  i n  a  decrease i n  

hardware by t h e  amount of equipment requi red  f o r  t h e  r i g h t  s h i f t .  

The dec i s ive  cons idera t ion  i s  apparent ly  t h e  amount of equipment 

required f o r  t h e  augmenting o r  m u l t i p l i e r  r e g i s t e r s .  I f  t h e  choice i s  made t o  

sense t h e  most s i g n i f i c a n t  d i g i t  of t h e  m u l t i p l i e r  f i r s t ,  methods have no t  y e t  

been devised f o r  t h e  m u l t i p l i e r  recoding proposed such t h a t  t h e  augmenting 

r e g i s t e r  can hold both m u l t i p l i e r  and product d i g i t s ,  nor  can complementing 

f a c i l i t i e s ' f o r  t h e  augmenting r e g i s t e r  be avoided. The b e s t  choice thus  seems ' . 



t o  be t h e  sensing of t h e  l e a s t  , s ign i f ican t  d i g i t  of t h e  mul t ip l i e r  f i r s t  f o r  

which methods of holding product and mul t ip l i e r  d i g i t s  i n  a s i ng l e  r e g i s t e r  

e x i s t ,  and f o r  which very l i t t l e  addi t ional  equipment over and above t h a t  

required f o r  a s ingle  length sh i f t i ng  r e g i s t e r  i s  required. The l a t t e r  comment 

app l ies  only i f  t he  choice of two's complement representation of negative 

 number.^ i s  made, a s  w i l l  be shown. 

8.15 The' Recodinp of the  Mul t ip l i e r  

With a complementing c i r c u i t  located between t h e  multiplicand i n  

r e g i s t e r  M and t h e  adder, it i s  possible t o  both add and subtract  t he  multi- 

pl icand from a p a r t i a l  product held i n  r e g i s t e r s  A and C. A t h i r d  choice 

i s  t o  s h i f t  t h e  p a r t i a l  product without use of t h e  adder. Equivalently, i t  i s  

poss ible  t o  recode t h e  mul t ip l i e r  i n t o  t h e  d i g i t s  -1, 0 ,  and +l; the  recoding 

i s  done i n  such a way t h a t  t h e  number of uses of t h e  adder i s  decreased, and 

requires  t h e  sensing of two mul t ip l i e r  d i g i t s  and a mode d i g i t  wj - k+l. For a 

mul t ip l i e r  with n + l  d i g i t s  yo, yl, ..., yn, t h e  ru l e s  f o r  thekth s tep  

(k = 0, 1, . . . , n)  are: 

0 
+ mode 

1 

0 

0 - mode 

recoded 
W 

mul t ip l i e r  d i g i t  n-k tn-k . . 

0 0 0 

+1 0 1 

0 0 0 

-1, change mode t o  - 1 1 

+1, change mode t o  + 0 1 

- w h e r e  f o r  k = 0 ,  w ~ + ~  = 0 ,  and f o r  k = n, y - yo. - In  addi t ion t o  t h e  equiva- 

l e n t  recodsd mu l t i p l i e r  d i g i t  and t h e  mode change ru les ,  t h e  t a b l e  shows t he  

binary values of t h e  new mode d i g i t  w 
n-k ' which controls  t h e  s e t t i n g  of t h e  



complementing c i r c u i t ,  during t h e  kth s tep,  and a d i g i t  tn - k ,  which,if 1, indi-  

ca tes  t h a t  t h e  adder i s  used during t he  kth step.  A negative mul t ip l i e r  poses 
- no problems; it i s  only necessary t h a t  during s t ep  n,y - - yo# and t h e  adder 

i s  used i f  w and y-l = y a r e  such t h a t  to = 1. 
1 0 

It i s  r e l a t i ve ly  easy t o  show t h a t  t he  number of uses of t h e  adder 

tends toward 1/3 t h e  number of mul t ip l i e r  d i g i t s ,  a s  t h e  number of mul t ip l i e r  

d i g i t s  increases,  i f  .the assumption i s  made t h a t  t h e  binary d i g i t s  of t h e  multi- 

p l i e r  a r e  independent and each i s  equally l i k e l y  t o  be 0 o r  1. We f i x  our 

a t t en t i on  on one binary d i g i t  of t h e  mul t ip l i e r ,  sag y , and inspect  t h e  binary 
3 

d i g i t s  of l e s s e r  s ignif icance t o  determine whether o r  not a use of t h e  adder i s  

indicated by t h e  ru l e s  ( spec i f ica l ly ,  by t , ) .  I f  y, = 0, with probabi l i ty  1/2, 
J J 

then it i s  equally l i k e l y  t h a t  yj+l i s  0 o r  1. I f  yj = yj+l = 0, with proba- 

b i l i t y  1/4, then t = 0. I f  yj = 0, yj+l = I, then y must be inspected. The 
j - - j +2 

values yj - 0, yj+l Yj+2 = 1 would y ie ld  t j . = O , t j + l  = 1, with probabi l i ty  1/8. 

By an obvious extension of t h e  argument, t he  probabi l i ty  pl t ha t  t = 1 i s ,  
j , .... 

Thus p tends toward 1/3 a s  t h e  number of d i g i t s  of t h e  mul t ip l i e r  increases.  
1 

The mul t ip l icat ion t ime can be reduced i f  another feature  of t h e  

recoding r u l e s  i s  u t i l i z ed .  I f  an addi t ion o r  subtraction"occurs during t he  

jth s tep  of t h e  process, i . e . ,  i f  t = 1, then no use of t h e  .adder can occur on 
j 

t he  following ( j-llst step.  This fea ture  can be ve r i f i ed  by inspection of t h e  

ru l e s  o r b y a B o o l e a n p r o o f t h a L t  " t  = O , b y d i r e e t s u b s t i t u t i o n o f t h e  3 5-1 
equations: 

and 



i ' .  

. It t h e r e f o r e  fol lows tha t ,  f o r  any &ir of recoded mnultiplier d i g i t s ,  
, 4 .  ~ ' only one use  of  t h e  adder i s  required.  Thus, t h e  number of  ga t ing  ope ra t ions  . . 

~ f o r  s h i f t s  can be  reduced by a  f a c t o r  of t w o - i f  a  modified base 4 mul t ip l i ca t ion  

, method i s  employed, with each s h i f t  d i sp lac ing  m u l t i p l i e r  and p a r t i a l  product 

~ d i g i t s  t w o . d i g i t a 1  p o s i t i o n s  t o  t h e  r i g h t .  Base 4 opera t ion  r equ i re s  t h a t  t h e  

doubled' mul t ip l icand be . ava i l ab le ,  t h a t  i s ,  one base 4 d i g i t  of t h e  m u l t i p l i e r  ~ 
i s  recoded a s  one of t h e  reversed quinary d i g i t s  -2, -1, 0, 1, o r  2. 

8.16 . '  The Mul t ip l i ca t ion .  Right. S h i f t :  In t roduc t ion  

For t h e  r i g h t  s h i f t ,  cons idera t ion  must be given t o  t h e '  i n se r t io f i  of 

t h e  . m o s t ' s i g n i f i c a n t  d i g i t s  i n t o  A and C and t o  t h e  t r a n s f e r  of  t h e  l e a s t  

s i g n i f i c a n t  d i g i t s  of A and C i n t o  Q. The necess i ty  f o r  an .  e x p l i c i t  negat ive  

mul t ip l icand co r rec t ion  i s  avoided i f  t h e  most s i g n i f i c a n t  d i g i t s  a r e  i n s e r t e d  

'in such a  way t h a t  t h e  r e s u l t i n g  p a r t i a l  product i n  A and C i s  co r rec t , ,  even 
. . 

i f  overflow has  occurred. Correct  i n s e r t i o n  of  t h e  most s i g n i f i c a n t  d i g i t s  . ' 

i s  c l o s e l y  r e l a t e d  t o  a d d i t i o n  overflow, and i s  d iscussed  i n  d e t a i l  i n  sec t ion  

8.12,.:: : . . , .:? 

Two aspec t s .  of  t h e  t r a n s f e r  of d i g i t s  from A and C i n t o  Q a r e  descr ibed .  

The f i r s t  a spec t  i s  of  fundamental importance i n  t h e  choice of t h e  mode of repre- 

s e n t a t i o n  o f  negat ive  numbers and i s  concerned w i t h  t h e  necess i ty  f o r  co r rec t ions  

i f  t h e  q u a n t i t i e s  i n  A and C and i n  Q a r e  of oppos i te  s ign.  The second aspect  i s  

t h a t  c a r r y  a s s i m i l a t i o n  i s  requi red  f o r  t h e  d i g i t s  t r a n s f e r r e d  i n t o  Q, i f  no 

c a r r y .  r e g i s t e r  i s  t o  b e  a s soc ia t ed  wi th  Q. 

8.17 The M u l t i p l i c a t i o n  Right S h i f t :  The Nature of Correc t ions  i f  A and Q 
Are of Opposite Sign 

The method of m u l t i p l i c a t i o n  proposed impl ies  t h a t  successive p a r t i a l  

products  may d i f f e r  i n  s ign \  A p a r t i a l  product p  i s  represented by n+k+l  k 
d i g i t a l  p o s i t i o n s ,  occupying n + l  d i g i t a l  p o s i t i o n s  of A ,and C ,  and k d i g i t s  of Q, 

SLnce t h e  adder  h a s . n + l  d i g i t a l  p o s i t i o n s  which sense A and C ,  it i s  necessaN,  



t o  consider t h e  e f f e c t  of  an a d d i t i o n  o r  sub t rac t ion  of t h e  n + l  d i g i t  multi- 
. . 

pl-icand t o  A and C i n  such a way t h a t  t h e  s igns  of successive p a r t i a l  products 

d i f f e r . ,  The d i f f i c u l t i e s  t h a t  a r i s e  a r e  i l l u s t r a t e d  by examples, one f o r  each 

mode of renresenta t ion  of negative numbers, of t h e a d d i t i o n  11/64 + (-5/8) = -29/64 

under t h e  assumption t h a t  n  = k = 3 .  I n  each example, t h e  a d d i t i o n  i s  performed 

c o r r e c t l y  f o r  the n + l  most s i g n i f i c a n t  d i g i t a l  pos i t ions ,  and compared with t h e  

c o r r e c t  n + k + l  d i g i t  representa t ion  of  -29/64. 

Absolute Value ' One' s Complement Two's Complement 

11/64 0.001 011 0.001 011 0.001 011 

-5/8 1.101 1.010 1.011 

Sum . 1,100 011 1.011 011 1.100 011 

-29/64 1.011 101 1.100 010 a 
1.100 011 

11 u u u  u u  

The sum i s  c o r r e c t  i n  a l l  examples provided t h a t  t h e  d i g i t s  i n  A a r e  i n t e r p r e t e d  

a s  -1/2 and t h e  d i g i t s  i n  Q a r e  i n t e r p r e t e d  a s  +2-j(+3/8) according t o  t h e  r u l e s  

of t h e  r ep resen ta t ion  , in use. It i s  only f o r  t h e  twoss  complement r ep resen ta t ion  

t h a t  t h e  d i g i t s  of Q a r e  independent of t h e  s ign  of A; otherwise it must be under- 

stood t h a t  t h e  number i n  Q i s  p o s i t i v e  and t h e  number i n  A i s  negative.  

For t h e  m u l t i p l i e r  recoding proposed, o r  f o r  an u n r e s t r i c t e d  hold- 

mul t ip ly  i n s t r u c t i o n  with o t h e r  mul t ip l i ca t ion  methods, a  change i n  s ign  i n  

p a r t i a l  products i s  inescapable.  For a r i thmet ic  u n i t s  employing t h e  abso lu te  

value o r ' o n e f s  complement representa t ion ,  t h e  des igner  i s  then faced with t.he 

problem sf e i t h e ~  ab te r ing  t h e  d i g i t s  of both A and Q so t h a t  t h e  e o r r e c t  

n+k+l  d i g i t  r ep resen ta t ion  i s  maintained, o r  s h i f t i n g  t h e  l e a s t '  s i g n i f i c a n t  

d i g i t  from A t o  Q where A and Q have opposi te  s igns .  E i t h e r  a l t e r n a t i v e  r equ i res  

t h a t  t h e  s ign  o f  t h e  p a r t i a l  product be known but i f  t h e  p a r t i a l  product i s  repre- 

sented with c a r r i e s  sepa ra te ly  s tored ,  i t s  s ign  i n  genera l  can only be determined 

by a  p a r t i a l  a s s i m i l a t i o n  of c a r r i e s .  I f  t h e  f e a t u r e s  of  t h e  m u l t i p l i e r  recoding 

and separa te  c a r r y  s to rage  a r e  t o  be f u l l y  exploi ted ,  t h e  conclusion i s  t h a t  t h e  

two 's  complement representa t ion  of negat ive  numbers should be used. 



8.18 The Mul t ip l i ca t ion  Right Sh i f t :  Assimilation of :.bar.ries f o r  Digi ts  , . 

Transferred from A and C t o  Q . . 

A s  noted i n  t h e  discus'sion fo'r binary subtrac t ion,  co r rec t ' opera t ion ' " .  '. 

requ i res  t h a t  c  t h e  l e a s t  s i g n i f i c a n t  d i g i t  of t h e  ca r& r e g i s t e r  C ,  be zero,: 
n ' ~ i n  order  t h a t  t h e  ca r ry  i n s e r t i o n  f o r  complementation w i l l  be cor rec t .  I n  a ' ' 

I 
. . 

sequenceof  subtrac t ions ,  t h e  d i g i t  bn, which would subsequently be 'gated i n t o  ." , 

I 

c i s  a lways  zero; however, during mul t ip l i ca t ion ,  a '  r i g h t -  s h i f t  of one d i g i t a l  n' . . .  

pos i t ion  requ i res  t h a t  b which ,may not be zero, be t r ans fe r red  i n t o  a c a r r y  ' .  
n-1' 

r e g i s t e r  R associa ted  with Q, i n  order  t h a t  c  w i l l  be zero. 
. . .  n 

For purposes of a n a l y s i s ,  we extend t h e  discussion of c a r r y .  a s s imi la t ion  .', 

t o  an n+k+l  d i g i t  representa t ion of t h e  p a r t i a l  product, assuming temporari ly t h a t  

A and C a r e  n + l  d i g i t  regi . s ters  augmented by k' d i g i t s  of .Q with .a  c a r r y  r e g i s t e r  R. 

a s soc ia ted  with Q. During a r i g h t  s h i f t  of one d i g i t a l  pos i t ion ,  t h e  di .gi t  

s of ]I i s  t r ans fe r red  t o  become ql of Q, while bn of F becomes ro of R .  Thus 
ri - 

t h e  r e l a t i o n s h i p  sn bn-l = 0 becomes qlrO = 0,  and a f t e r  k s t eps  of a  mul t ip l i -  

c a t i o n , Q  and R each contain k d i g i t s ,  q . ,  rj-l, with j . =  1, ' .2 ,  .'.., k ,  and t h e  
J 

r e l a t i o n s h i p  q r = 0 holds f o r  :.ea'ch . j . 
j j-1 

The existence of R i s  a temporary f i c t i o n ,  s i n c e ' a s s i m i l a t i o n  of Q and 

R can be performed s e r i a l l y - ' a s .  t h e  s h i f t i n g  occurs. A s s i ~ l a t i o n  of k d i g i t s  of 

Q y i e l d s  an. a s s i m i l a t o r  ca r ry  

w h e r e t h e r e l a t i o n s h i p q r  = O g u a r a n t e e s t h a t e  r = O .  One s t e p l a t e r ,  
j j-1 0 0 

e i s  s h i f t e d  r i g h t  t o  become e i ,  ro becomes r' d i g i t s  bn and s t  a r e  t rans-  1 ' 0 - n 
f e r r e d  from and a i n t o  R and Q, and a s i n g l e  s t e p  of t h e  ass imi la t ion  y i e l d s  



Thus, a s ing le  s tep  of t he  ass imila t ion can be performed with each r i g h t  s h i f t ,  

and a carry  r e g i s t e r  associated with Q i s  not required. The ass imila t ion of 

and following a mul t ip l icat ion proceeds i n  accordance with t h a t  following any 

other ar i thmet ic  operation, except t h a t  dn = e;), and bn = rb, with b n d n = 0 .  

8.19 Mult ip l icat ion Overflow 

Overflow can occur i n  mul t ip l icat ion when t he  multiplicand x and 

t he  mul t ip l i e r  y l i e  i n  t h e  range -1 - < x < 1, -1 < - y < 1, . i f  x = y = -1. Even 

i f  a hold-multiply i s  executed, overflow i s  indicated cor rec t ly  i f  s igns of 

mul t ip l i e r ,  multiplicand, and product a r e  simultaneously negative. 

8.20 Division: Introduction (6  1 

The choice of res to r ing  o r  non-restoring divis ion requires  consid- 

e ra t ion  of 

1. the  requirements fo r  mechani,zation of t he  method.; with par t i cu-  
. ,  . .  

la; at'teniiori t o  t he  mechanization of one s tep,  and 

2. t he  nature of t h e  quotient  and remainder resu l t ing  from the  process. 

During each s tep,  each d iv i s ion  process requires  a permutation of t he  same 

four operations.  The pa ra l l e l i ng  of two operations i s  poss ible  f o r  non- 

res to r ing  divis ion,  s e r i a l  sequencing of t he  four operations i s  necessary fo r  

res to r ing  division.  With t he  exception of spec ia l  cases such t h a t  d iv i sor  and 

dividend a r e  equal i n  absolute value, the  quot ients  resu l t ing  from the  two 

processes a r e  the  same, and t h e  c~r responding  remainders can be determined with 

equal f a c i l i t y .  Thus, t he  choice of t h e  non-restoring d iv i s ion  process can be 

based on t h e  timesaving made poss ible  by pa ra l l e l i ng  of operations during each 

step.  

A fu r ther  reduction i n  divis ion time can be achieved by i n i t i a l l y  

sh i f t i ng  d iv i sor  and dividend l e f t  u n t i l  t he  divisor  y i s  standardized t o  l i e  

i n  t he  range 1/2 < - l y l  < - 1, and during t he  divis ion,  standardizing the  quan t i t i e s  

held i n  A and C.  The method can be applied t o  both res to r ing  and non-restoring 

6.  A new quaternary d iv i s ion  method, which i n  many respects  i s  t he  inverse of 
of t h e  mul t ip l icat ion described i n  sect ion 8.15, i s  discussed i n  D ig i t a l  
Computer Laboratory repor t  no. 82, "A New Class of D ig i t a l  Division Methods", 
by James E. Robertson, March 5, 1958. The new d iv i s ion  method supersedes 
t he  method described i n  sect ion 8.22. 



.. . .. 
div i s ion ,  but has t h e  disadvantage t h a t  the  remainder i s  r e l a t i ve '  to  ' t h e  

standardized d iv i sor ,  r a ther  than t he  unstandardised one. The method i s  ' 
' 

. . .-*: 
pa r t i cu l a r l y  a t t r a c t i v e  if t h e  r e g i s t e r  M holding t h e  d iv i so r  i s  a  ah i f t ing  

r e g i s t e r ,  a s  would be convenient f o r  f l o a t i n g  point operation. - 

The programmer i s  i n t e r e s t ed  i n  t h e  cha rac t e r i s t i c s  of the . 'd iv i s ion  

ins t ruc t ions .  avai lable .  It i s  proposed t h a t  two divis ion ins t ruc t ions  repre- 

sent ing a compromise between ea se  of programing and ease of mechanization be 

ava i lab le .  The s o r t s  of d i f f i c u l t i e s  t h a t  a r i s e  can most e a s i l y  be discussed 

i n  connection with t h e  formula 

where q  i s  t h e  quotient  formed i n  r e g i s t e r Q ,  y i s  t h e  d iv i sor  i n  M, m i s  

t h e  remainder i n  1 and C, and rg i s  t he  dividend i n i t i a l l y  . . i n  A and C . .  I n  

theory,  q  and r a r e  functions of one another; f o r  example q may be so adjusted 
n  , I 

t h a t  any one of t h e  following r e s t r i c t i o n s  a p p l i e s  t o  , r * 0 < r < 1 y 1, no - n 
0 4 rn C 1/2 y 0 < r y such t h a t  has t h e  sign of t h e  dividend, I I -  I I' - I n 1  I I 
etcd Unfortunately q  i s  formed i n  t h e  quotient  r e g i s t e r  Q where add i t i on ,  

f a c i l i t i e s  are .  unavailable, and t h e  nature  of q a s  formed by a mechanized pro- 

c e s s i s  such t h a t  t h e  mathematically a t t r a c t i v e  choices of r e s t r i c t i o n s  on rn 

cannot be achieved without an add i t ive  o r  subtract ive  change of more than t h e  

l e a s t  s i gn i f i c an t  d i g i t  of q. 

With these  considerations i n  mind, t h e  two d iv i s ion  ins t ruc t ions  pro- 

posed a r e  then: 

. l o  Correctly rounded quotient  i n  A with no remainder. This ins t ruc-  

t i o n  requires  t h a t  n + l  non-sign d i g i t s  of a  quotient  q  be deter-  

mined, t h a t  q be t rans fe r red  t o  A ,  destroying t h e  remainder, and 

t h a t  2-" be added t o  q i f  t h e  (n+llst  d i g i t  of q i s  1. 

2. Quotient i n  Q with remainder i n  A and C,  For t h i s  i n s t k c t i o n ,  
. . 

t h e  r e s t r i c t i o n s  on rn a r e  such t h a t  q as formed i n  Q by a 

mechanized process need not be modified i n  more than t h e . l e a s t  

s i gn i f i c an t  d i g i t ,  



The . f i r s t  ins t ruc t ion  should su f f i ce  fo r  t he  bulk of f r ac t i ona l  single- 

precis ion calcula t ions  requiring divis ion;  t h e  second w i l l  be useful  f o r  mult iple 

precision o r  in teger  d iv i s ions .  

8.21 Non-Restoring Division 

The recursion re la t ionsh ip  f o r  t h e  p a r t i a l  remainders f o r  non-restoring 

divis ion i s  

where r and y  a r e  p a r t i a l  remainder and d iv i sor ,  with sign d i g i t s  p and yo, k  k  
respectively,  and k = 0, 1, ..., n  i s  t h e  recursion index. For k = 0, ro i s  

t h e  dividend; and f o r  k = n, 5 i s  t h e  remainder. The rk a r e  held i n  A and E ,  
y i s  held i n  M. ~rom t h e  recursion re la t ionship ,  it can be. shown t h a t  

The quotient  d i g i t  Zk = +1 o r  -1 formed a t  each s t e p  i s  

and t h e  quotient  q i s  then 

from which it read i ly  follows t h a t  qy + 2-nrn = roo 

I t  can a l s o  be e s t ab l i shed  by induction on k t h a t  - 1 y! ( rk c 1 1, 
provided - 1 1 r < 1 1 For t h e  proof, consider two cases: 



I I '  . I I d 0 -2 y 5 2rk . , o r  0 C 2rk < 2 y .* Then 
. . - 

Y o  Pk 
Noting t h a t  ( - 1 )  y =lyland t h a t  -(-1) = +1 f o r  rk < 0 

and -(-I)% = -1 f o r  r > 0, it fol lows t h a t ,  f o r  t h e  t w o  cases: . .y 
: k -  . . 

which shows, t h a t  

The q with d i g i t s  Zi = ~ 1 ,  can ea s i l y  be converted t o  t h e  cohventi6ndl 

binary representation;  t h e  conversion requires  t h a t  t h e  l e a s t  s ign i f ican t  d i g i t  

g of t h e  converted quotient  be 1. I f  % i s  s e t  t o  0,  t h e  ana lys i s  above must .. 

be modified a s  indicated by . = 

. . 

i .e . ,  a decrease i n  q by 2-" corresponds t o  adding y t o  r . n - 

The range r e s t r i c t i o n s  on r apply i n  .pa r t i cu la r  t o  t h e  remainder r k n?  . 

and may b e r e w r i t t e n  d i r e c t l y  i f . %  = 1 o r  modified by addi t ion of y t o  r i f  n 



The above may be regarded a s  a l i s t  of a l l  possible ranges of remainders ava i l -  

ab l e  without modification of more than t he  l e a s t  s i g n i f i c a n t  d i g i t  % of q. Two 

p o s s i b i l i t i e s  are :  . . 

. , 

2. 9, = 1. o r  0 i n  accordance with agreement o r  disagreement, respec- 

t ive ly ,  of s igns  of r and y. n 

I n  e i t h e r  case, t h e  undesirable s i t ua t i on  m y cannot be avoided. The I ) = I  I 
second choice seems preferable  i n  t h a t  t h e  remainder i s  1ess . than  y i f  y 2 0; 

furthermore t h e  remainder and t h e  d iv i sor  agree i n  sign.  It should be noted 

t h a t  e i t he r  t h e  remainder rn o r  t h e  condi t ional ly  modified remainder rn + (1-$)y 

can be formed with r e l a t i v e  simplici ty.  However, i f  it i s  required t h a t  a 

remainder rl be found such 'that 0 5 r < 1/2 y , t h e  mechanization would be 
n 

d i f f i c u l t ,  s ince  1 -  1 1  
1. An addi t iona l  s t e p  of t h e  d iv i s ion  would be required,  involving : 

dest ruct ion of r . n 

2. I f  r and y agree i n  sign,  add i t ion  f a c i l i t i e s , m a y  be required n 
t o  inc rease .q ,  

The conclusion i s  t h a t  t h e  d iv i s ion  with remainder i n s t i vc t i on  be t h e  second of 

t h e  two p o s s i b i l i t i e s  l i s t e d  above, and t h a t  a d i s t i n c t  d iv i s ion  i n s t ruc t i on  

resu l t ing  i n  a cor rec t ly  rounded quotient  without a remainder should a l so  be 

avai lable .  

8.22 The Standardized Division 

If t h e  dividend and d iv i so r  y a r e  i n i t i a l l y  sh i f t ed  l e f t  so t h a t  y 

l i e s  i n  t h e  range 1/2 5 y 5 1, t h e  quan t i t i e s  2rk i n  non-restoring d iv i s ion  . I .  I 
can be  s imi la r ly  standardized with a reduction i n  d iv i s ion  time, whenever 

0 1 r 1 1 4  I f  m binary s h i f t s  a r e  i n i t i a l l y  performed, t he  quotient  and 

remainder s a t i s f y  



m 
i n d i c a t i n g  t h a t  q i s  unchanged, and t h a t  r" = 2 r . Thus t h e  c o r r e c t  r e m i n d e r  

n  n  
r could only be obtained by a  r i g h t  s h i f t  of r" by m d i g i t a l  pos i t ions .  The 
n  n  

method can t h e r e f o r e  be app l i ed  most e a s i l y  t o  a f l o a t i n g  poin t  d i v i s i o n  o r  t o  

a f ixed  po in t  .d iv is ion  whi.ch does n o t  r e q u i r e  a  remainder. 

The quot ient  d i g i t  i n s e r t i o n  f o r  noki-resto r ing.  division must be 

modified, a s  follows: 

Zk = 1 ii t h e  s u b t r a c t i o n  r - y i s  performed, 
k-1 

Z = 0 i f  a  s h i f t  of rk i s  executed, 
k  - 

Z = .-1 i f  t h e  add i t ion  rk + y i s  performed. 
k  - 

The conversion of . t h e  reversed t e r n a r y  r ep resen ta t ion  t o  t h e  conventional  b inary  

r ep resen ta t ion  can be performed s e r i a l l y  i f  one reversed t e r n a r y  d i g i t ,  say Zk,  

i s  he ld  f o r  one s t e p  and modified on t h e  b a s i s  of t h e  s ign  pk of t h e  next  

p a r t i a l  remainder rk. During s t andard iza t ion ,  of course,  t h e  s igns  of success ive  

p a r t i a l  remainders do no t  change; the re fo re ,  t h e  p a r t i a l  remainder s i g n s  need be 

determined only  f o r  t h o s e  rk immediately fol lowing an  add i t ion  o r  sub t rac t ion .  

The method of conversion o f  a  s i n g l e  reversed t e r n a r y  d i g i t  % t o  t h e  corres-  

ponding b inary  d i g i t  q is :  k-1 

Some i d e a  of t h e  reduct ion  i n  d i v i s i o n  t ime can be gained from t h e  

fo l lowing .ca lcu la t ion .  I f  it i s  assumed t h a t  y  i s  equa l ly  l i k e l y  t o  be agy- 

where i n  t h e  r a rge  1/2 <_ ( y (  - < 1 and t h a t  each r i s  equal ly  l i k e l y  t o  be 
k  



within t h e  range O i < y , then t h e  range of r such t h a t  a t  l e a s t  one 
k 

use of t h e  adder i s  < 1/4 with a probabi l i ty  of 
Irkl  - . 1 .'- 

The f r ac t i ona l  reduction R i n  uses of t h e  adder  can be calculated by averaging 

t h i s  probabi l i ty  over t h e  i n t e r v a l  [t/2,1_/ of l y  1 : 

I 8.23 .Division Overflow 

I f  t h e  d iv i s ion  process i s  begun by formirig r - (-1) 
po+yo 

0 Y, t h e  

r e s u l t  i s  a numerical comparison of absolute  values. of d iv i so r  y and dividend 

G. The s ign of t h i s  r e s u l t  can then be used t o  determine t he  sign of t h e  

quotient .  The quotient  .sign can be independently determined by inspection of 

s igns  of d iv i so r  and dividend. Overflow i s  indicated i f  t h e  r e s u l t s  of t he  

two methods of sign generation d i f f e r .  

8.24 Quaternary Operation 

The theory of t h e  ar i thmet ic  un i t  presented thus f a r  has been expressed 

i n  terms of binary operation. There appear t o . b e  a number of advantages . to  

quaternary operation of t h e  ar i thmet ic  un i t .  Amoi-lg these  a re :  

1. The equipment required f o r  t h e  carry  r e g i s t e r  would be halved, 

Only base 4 c a r r i e s  would be stored,  and s h i f t s  would involve a 

displacement of c a r r i e s  over two binary d i g i t a l  posit ions.  

2. Carry ass imila t ion could be completed more quickly. With proper 

a t t en t i on  t o  c i r c u i t  d e t a i l s ,  t h e  carry  through a quaternary 

d i g i t a l  posi t ion can be completed as quickly a s  a binary carry  

propagation. 



. . .  

3 .  Gating time f o r  s h i f t s  could be reduced , in  mul t ip l icat ion and i n  

t he  standardized divis ion.  The cha rac t e r i s t i c s . o f  t h e  mul t ip l i e r  
. . . . .  

recoding a r e  ,such t h a t  a t  most one use of t he  adder  i s  required ' 

f o r  each quaternary mul t ip l i e r  d i g i t .  ~ u r i n ~  d iv i s ion ,  t h e  

.number of gating operations would be decreased i n  those  instance's 

where standardization i s  possible.  

With one exception, t h e  theory of binary operation can be readily: extended f o r  

quaternary operation. For storage of c a r r i e s ,  t h e  general .  theory f o r  a r b i t r a r y  

rad ix  r can be applied with t h e  r e s u l t  t h a t  t h e '  existence o f '  a ca r ry  implies 

t h a t  t h e  associated quaternary sum d i g i t  i s  0. On t h e  other  hand, a modified 

quasi-adder can be designed i n  such a way t h a t  t he  existence .of a ca r ry  implies 

t h a t  t h e  most s ign i f ican t  binary d i g i t  of t h e  associated quaternary, sum .d ig i t  

i s  0.  The l a t t e r  'design i s  s l i g h t i y  simpler and f a s t e r .  , . 

. .Quaternary operation i n  mul t ip l i ca t ion  and divis ion requires  t h a t ,  

i f  m i s ' t h e  mu l t i p l i e r  o r  d iv i so r  i n  M, t he  quan t i t i e s  m, -m, 2m, and -2m: be 

ava i l ab l e  f o r  addit ion.  Such a doubling and complementing:circuit i s  approxi- 

mately twice a s  complicated a s  t h e  complementing c i r c u i t  .required f o r  binary 

.operation. 

For ar i thmet ic  operations,  it would be .  su f f i c i en t  t o  provide gat ing 

c i r c u i t s  f o r  quaternary sh i f t i ng  only, since t h e  lack of binary s h i f t s  can,  i n  

pa r t  be cbm~ensated f o r  by use of t h e  doubling c i r c u i t  at tached t 0 . M ;  On the  

o ther  ,hand, binary ' s h i f t s  a r e  preferable  f o r  l og i ca l  operations.  Further 

inves t iga t ion  i s  necessary t o  determine whether o r  not both binary and quaternary 

s h i f t i n g  f a c i l i t i e s  should be provided. 

. . 

8.25 Estimates of operation Times and Hardware ~equi rements  

I n  t h e  absence of large-scale experimental da ta ,  est imates of operation . .. 

times and hardware requirements a r e  a t  .bes t  approximate. It' i s  'nonetheless 

possible.,  i f  assumptions a r e  cons i s ten t , .  t o  compare t h e  r e l a t i v e  merits of various . . 



proposals for  the arithmetic uni t  structure.  The tabular material which 

follows is  suf f ic ien t ly  detai led so tha t  the calculations of time and hard- 

ware estimates can eas i ly  be repeated for design modifications necessitated 

The data on which the estimates a re  based are  these: 

Circuit  ~ r a n s i s t o r s  Diodes. T + 1 / 2 ~  Operation Time 

n I p n o p  ( f )  

HALF ADDER (h) 

SINGLE GATE (s) 

DOUBLE GATE (d)  

AND CIRCUIT ( a )  

OR CIRCUIT (0)  

NOT CIRCUIT (n) 

LEVEL RESTORER (r ) 
- COMPLEMENTING CIRCUIT ( c )  

The half adder i s  composed of 2 ANDS, 1 OR, and 1 NOT c i r cu i t  NOTE 1 

and yields  a sum s and carry c fromtwo binary inputs x and y 

according t o  the Boolean equations c = x * y s = (x) (x v y). 

NOTE 2 The operation time of the f l ipf lop  is  included i n  the gating 

times. The time given for single gating includes an estimate 

of clearing time a s  well, 

NOTE 3 Equipment estimates for gates include equipment fo r  gate driver 

c i rcu i t s .  

.The variations i n  design r 'esult  from a number of choices which 

include : 

1. Method of gating during t ransfers  or sh i f t s ,  

2. Inclusion of storage f a c i l i t i e s  for  carr ies ,  

3. Use of a carry completion signal, during e i the r  conventional 
addition or  carry assimilation, 

4. Recoding of multipli.er, 



5. Quaternary operat ion, 

6. Shift ing number reg is te r .  

I n  order t o  study the merits of the proposals, we determine the 

hardware and speed character is t ics  of various arithmetic uni ts ,  the f i r s t  

(uni t  A )  being a t ransis tor ized version of the I l l i a c ,  the remainder embody- 

ing one or more proposals as  follows: 

Method of Separate Carry Multiplier Number 
Unit Gating Carry Storage Completion Sensing Base Used Register 

A Single 

B Double 

No Binary Binary Fixed 

No B inwy  Binary . n 

C It  Yes Yes Binaqy Binary f t  

No Reversed Quaternary . 
Ternary 

Yes No Reversed Quaternary 
Ternary 

Y ~ E '  Yes Reversed. . Binary 
Ternary - 

Yes Yes Reversed &&ternary It 

Ternary 

Yes Yes Reversed Quaternary Shifting 
Ternary 

It should be noted tha t  uni t  G is  t h e  uni t  proposed fo r  fixed point 

operation; un i t s  E and F are  modifications of uni t  G, such tha t  the merits of 

carry completion c i r cu i t ry  and quaternary operation can be determined. The 

equipment 'costs per b i t  for  reg is te rs  and gates a re  then 

Register A Q M C Totals 

Unit 
: ! Trans. :. Diodes'. : .T: . . + $ / 2 ~  

A '2f+4's 2f+3s :.'f - 57'+"(s. 36.2 . .  59.8 65.1 



and the equipment costs for adding, complementing, doubling or assimilating, 

as the design requires, are: 

b ' 

Unit 
Adder or 
Quasi -ad d.er Assimilator 

Coq. or 
Doubling Totals 

Trans. 

c 2h+o+0.2r+c 24.6 

c 2h+o+0.2r+c 24.6 

c 3h+ha+30+0,3r+c 44.9 
2c 2h+o+0.2r+2c 30.6 

2c 3h+20+0.2r+2c 40.6 

C .  3h+ha+30+0,3r+c 44.9 

2c 3h+4a+30+0.3r+2c 50.9 

2c I t  11 

For our speed estimates of arithmetic operations, it is convenient to calculate 

the time required for the basic operations, for an n bit-arithmetic unit. 
, 

r. 

r 

- Unit Shift Adder or Quasi-adder with Assimilation 
(ts) Complementing and Doubling, (ta ) (tc 

C 11 c+2h = 0.06 h+a+log2n(2a+o+0; 3r) = 0.03+0.02 log 2 n , 
-. 

D 11 2~+2h+n(a+o+0.& ) = 0.07+0.013n - 
E I t  2c+2h = 0.07 h+0.5n(a+o+0.2r) = 0.025 + 0.007n 

F I t  c+2h = 0.06 h+a+log 2 n (2a+o+0.3r ) = .0.03+0.02 loggn 

G I1 2c+2h = 0.07 hrac0.5 log2n(2a+o+0. 3r) = .03+. 01 log 2 n 

NOTE: For units C,F,G, and H, tc is the average assimilate time. For the maxi- 

r mum t replace log n by n. Otherwise, maxiraum and average times are c ' 
the same. 

2 



Approximate fommlas for operation time are then: 

Addition Assimi- Multiplication Divieibn 
ay Subtreetfcuh; :.lation Avg a Max. Avg . MBxo 

n(L/ii~,+l/;lt,) ~(l/2t t,+k/Pbe),, )rot* 2 Note 2 

1 B 0 r t u l l t ~ Q , $ ~ a n d 0 , t h e d 9 v i s i o n t i m e i s  

.nCl/2 t,, t * max (112 tB, tb)], where tb i s  the t i m e  for 
4 

asairnilation $0 the sign d ig i t .  Average and maximum diviaion time 
estimates 4re 4etermined from average and mldmurn values of t b .  

N 6 E 2  Foruni tE ,  thedi~isiontinie$s.dsteraahsd~~by~the~~~qrmulaofNQTIJ;l, 

except t h a t  t f  is the ass id la t ion  time for all carries, 
0 

NOTE 1 by (1 - 0..'5dn 2). For t h e  maximum add 1/2 n ts to t h e  



The speed and hardware requirements are, then, for n = 52 

. .  . . ,Total Equipment 
Unit ts ,Add " ~ u l t  iply Divide ta tc 52 bits 

Avg. -Max. : Avg. Max. Avg. :%lax; ' Trans, Diodes T. + 1/2~ 

* These figures are guesses since the characteristics of numerical data are not sufficiently well 
known for the calculation of tc. 

+ It is highly unlikely that these maxima would be obtained in arry practical situation since they 
assume a maximum t at each step. 

C 



8.26 In te rpre ta t ion  of Speed and,Hardware Estimates 

In.  sect ions  3.2 and 3.3, a  c r i t e r i o n  fo r  the  choice of one of 

several  a l t e r n a t e  designs i s  presented. I f  T i s  a measure of the  f a u l t l e s s  

computer time required fo r  solut ion of a problem, and n i s  t h e  number. of 
. . 

equally r e l i a b l e  switching elements i n  t he  computer, then t h e ' c r i t e r i o n  i s  

t h a t  a 1% increase i n  n should y i e ld  a 1.05% increase i n  speed. The c r i t e r i o n  

is used here t o  evaluate t he  ar i thmet ic  un i t  proposals, with T interpreted 

a s  t h e  average mul t ip l icat ion time, and n in te rpre ted  a s  a measure of t he  

hardware requirements f o r  t he  ar i thmet ic  un i t .  We may consider T t o  be a 

measure of t h e  time. f o r  solut ion of many problems, however, n should properly 

be a measure of the  number of switching elements i n  the  ent ire  computer ra ther  

than i n  t he  ari thmetic un i t  alone. However, i f  a  proposal s a t i s f i e s  t h e  c r i -  

t e r i o n  with n in terpreted a s  the  amount of hardware i n  t he  ar i thmet ic  un i t ,  

it w i l l  c e r t a in ly  s a t i s f y  t he  c r i t e r i o n  with n a measure of t he  t o t a l  computer 

hardware, s ince  a 1% increase i n  ar i thmet ic  hardware i s  l e s s  than a 1% in-  

crease i n  t o t a l  computer hardware. 

Using the  r e s u l t s  of sect ion 8.25, we'compute, r e l a t i v e  t o  Unit A, 

Units A T  

Thus, Unit G, which r e s u l t s  i n  a s ix-fold  increase i n  the  mul t ip i icat ion r a t e  

f o r  a 2/3 increase i n  hardware, i s  bes t  by t he  c r i t e r i on .  It may be noted 

t h a t  u n i t s  F and H a r e  not included i n  the  above t a b l e  since t he  e f f e c t s  of  

ca r ry  ass imila t ion time and divis ion time a r e  refinements outside t he  realm 

of t he  r e l a t i v e l y  crude approach of t h i s  sect ion.  Furthermore, t he  f ea s i -  

b i l i t y  of t h e  f a s t  d ivis ion fo r  un i t  H i s  dependent on sh i f t i ng  f a c i l i t i e s  

f o r  r e g i s t e r  M; the  decision a s  t o  whether o r  not M should be a sh i f t i ng  

r e g i s t e r  i s  properly r e l a t e d  t o  whether o r  not f l oa t i ng  point  ar i thmet ic  

f a c i l i t i e s  a r e  avai lable .  



'8.27 F loa t ing  Point  Arithmetic 

iilt'riough t n e  d e t a i l s  of t h e  nlechanization of f l o a t i n g  point  opera t ions  

are subjec t  t o  t h e  r e s u l t s  of,  f u t u r e  i n v e s t i g a t i o n s ,  it i s  nonetheless t r u e  t h a t  

c e r t a i n  requirements a r e  imposed on t h e  a r i thmet ic  u n i t  s t r u c t u r e  independent o f  

t h e  d e t a i l s .  A nurnber i n  f l o a t i n g  point  c o n s i s t s  of a  f r a c t i o n a l  p a r t  and an  

exponent, Two such f l o a t i n g  point.numbers a r e ,  a s  f a r  a s  t h e i r  f r a c t i o n a l  p a r t s  

a r e  concerned, t r e a t e d  i n  much t h e  same way a s  f i x e d  point  q u a n t i t i e s ,  except 

t h a t  values of exponents may requ i re  prel iminary opera t ions  f o r  add i t ion  and 

subt rac t ion , .  and t h a t  a d d i t i o n  o r  subt rac t ion  f a c i l i t i e s  a r e  required f o r  

exponents i n  mul t ip l i ca t ion  and d iv i s ion .  Furthermore, s tandardiza t ion  of re- 

s u l t s  inay be necessary $ 

For f l o a t i n g  point  opera t ion ,  it i s  proposed tha t :  . 

1. F r a c t i o n a l  p a r t s  of f l o a t i n g  point  numbers should b e  expanded t o  

' f ixed point  p rec i s ion  in.  ' t he  a r i thmet ic  u n i t .  'This  f e a t u r e  t ends  

t o  reduce round-off e r r o r s  i f ,  a s  i s  proposed i n  Chapter 3 , '  
e x t r a  r e g i s t e r s  a r e  provided f o r  t h e  a r i thmet ic  u n i t  such t h a t  

r e l a t i v e l y  complicated opera t ions  a r e  performed.in t h e  a r i t h m e t i c  

u n i t  with a  minimum of s to rage  references .  

2. S h i f t i n g  f a c i l i t i e s  should be provided f o r  t h e  memory r e g i s t e r  M. 

For f l o a t i n g  point  add i t ion ,  f o r  example, e i t h e r  t h e  addend in..M o r  

t,he augen&.+3W A ; must be ' sh i f ted ,  .depending ..on t h e  , z e l a t i v e  s i P e  of . 

t h e  exponents. I f  M should be s h i f t e d ,  t h e  a l t e r n a t i v e s  a r e  t o  

e i t h e r  

a .  provide s h i f t i n g  f a c i l i t i e s , i n  M, o r  

b. t r a n s f e r  t h e  number i n  M t o  Q, thereby des t roying . the  quan t i ty  

i n  Q, s h i f t  i n  Q, and t r a n s f e r  t h e  s h i f t e d  r e s u l t  t o  W. 

Since t h e  g a t e s  f o r  t r a n s f e r s  between M and Q are as complex a s  g a t e s  f o r  s h i f t i n g  

M, and s ince  f u r t h e r  advantages i n  d i v i s i o n  and i n  r e t a i n i n g  t h e  contents  of Q 

accrue i f  t h e  former choice i s  made, w e  propose t h a t  M be constructed a s  a  s h i f t -  

i n g  r e g i s t e r  , 



With these  choices i n  mind, we conclude t h a t  a  f l o a t i n g  po in t  a r i thmet ic  
. . 

u n i t  r equ i res  t h e  following hardware over and above t h a t  required f o r  a  f ixed 

p o i n t '  un i t :  

1. Addition and sub t rac t ion  f a c i l i t i e s  f o r  exponents. It may be  

poss ib le  t o  time-share these  f a c i l i t i e s  wi th  t h e  address modifi- 

ca t ion  r e g i s t e r s  (B-lines ) . 

.2 .  S h i f t i n g  f a c i l i t i e s  f o r  memory r e g i s t e r  M. 

3. Su i t ab le  con t ro l  f a c i l i t i e s  f o r  s tandardiza t ion,  e t c .  

4 .  Storage f a c i l i t i e s  f o r  exponents associa ted  with operands. I n  

some cases counters a r e  a l s o  required f o r  exponents. 

From t h e  a r i thmet ic  u n i t  des igner ' s  viewpoint, f l o a t i n g  point  operat ion 

u t i l i z e s  t h e  equipment required f o r  f ixed operat ion,  p lus  equipment f o r  

f a c i l i t i e s  described i n  t h e  previous paragraph. Thus, a  complete theory .of f ixed  

po in t .opera t ion  including .overflow ana lys i s  determines t h e  major por t ion  of t h e  

c h a r a c t e r i s t i c s  of a  f l o a t i n g  po in t  u n i t .  






